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Resumo: Objetivo: Analisar criticamente como os vieses algoritmicos na Organizagédo do Conhecimento
impactam a representagdo de identidades interseccionais. Metodologia: Trata-se de uma pesquisa tedri-
co-conceitual baseada na reviséo critica da literatura nas dreas de Inteligéncia Artificial, Organizagdo do
Conhecimento e interseccionalidade. Resultados: Evidenciam-se desafios éticos e epistemoldgicos asso-
ciados a mediagdo algoritmica, como a invisibiliza¢do de identidades multiplas, a reprodugdo de estered-
tipos e a manutencao de desigualdades estruturais na representacéo da informacao. Conclusdo: A inter-
seccionalidade configura-se como um referencial tedrico para repensar os sistemas classificatérios e
promover infraestruturas informacionais mais justas, inclusivas e sensiveis a diversidade social.
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Abstract: Objective: To critically analyze how algorithmic biases in Knowledge Organization impact the
representation of intersectional identities. Methodology: This is a theoretical-conceptual study based on
a critical literature review in the fields of Artificial Intelligence, Knowledge Organization, and
intersectionality. Results: Ethical and epistemological challenges associated with algorithmic mediation
are identified, such as the invisibilization of multiple identities, the reproduction of stereotypes, and the
reinforcement of structural inequalities in information representation. Conclusion: Intersectionality
emerges as a critical theoretical framework to rethink classification systems and promote fairer, more
inclusive, and socially responsive informational infrastructures.
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INTRODUCAO
A crescente incorporagao da Inteligéncia Artificial (IA) generativa no campo cienti-
fico tem mobilizado a comunidade académica, tanto no aprimoramento de processos
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quanto na identificagdo de vieses persistentes, ampliando o debate sobre questdes éticas
fundamentais que exigem investigagdo critica. A expectativa em torno dos benefi-
cios da IA, aliada aos riscos que comporta, intensifica essa discussao, especialmente
no campo da Organizagdo do Conhecimento. Sistemas de classificagdo, indexagao e
recuperagdo da informagao, tradicionalmente concebidos a partir de epistemologias
ocidentais, encontram-se agora mediados por tecnologias algoritmicas que, longe de
serem neutras, reproduzem padrdes socioculturais excludentes.

Apesar do entusiasmo com seu potencial transformador, a IA tem evidenciado
vulnerabilidades criticas relacionadas a vieses algoritmicos que afetam tanto a represen-
tacdo quanto a circulagdo do conhecimento. Mesmo antes da ascensdo da IA, autores
como Berman (1993) e Olson (2002) ja denunciavam como estruturas classificatorias
na Organizagdo do Conhecimento podiam reforgar esteredtipos e invisibilizar grupos
historicamente marginalizados. Hoje, essas preocupagdes ganham nova dimensao a
medida que algoritmos sofisticados automatizam decisoes classificatorias, projetando
antigas desigualdades em novos sistemas digitais.

Por exemplo, Burrell (2016) alerta que a opacidade dos algoritmos, seja por
segredo comercial, complexidade técnica ou iliteracia digital, cria barreiras a trans-
paréncia e a contestagdo social. Nesse cendrio, mesmo infraestruturas classificatdrias
sofisticadas podem cristalizar assimetrias de poder, projetando antigas desigualdades
em novos sistemas digitais.

Nesse debate, Noble (2018) contribui decisivamente ao cunhar o conceito de
«opressao algoritmica», demonstrando como sistemas de busca e plataformas digitais
podem reproduzir esteredtipos raciais, de género e de classe, operando como meca-
nismos de exclusdo. Esses aportes tedricos sio fundamentais para compreender que
sistemas algoritmicos, aparentemente neutros, nao apenas representam a realidade,
mas também a constroem, perpetuando exclusdes histéricas e invisibilizando saberes
minoritdrios.

E nesse terreno que a interseccionalidade, ao evidenciar as multiplas dimensdes
identitdrias, aprofunda a critica, mostrando como sistemas classificatdrios e algorit-
mos podem perpetuar niao s6 desigualdades isoladas, mas também exclusdes mais
complexas.

No campo dos estudos criticos sobre identidade, poder e desigualdade social,
a interseccionalidade, proposta inicialmente por Crenshaw (1989; 1991), vem sendo
consolidada como constructo teérico-analitico para compreender como as categorias
de identidade interagem nos multiplos sistemas de opressdo. Patricia Hill Collins
(1990) amplia esse quadro conceitual ao argumentar que a interseccionalidade nao
se limita a sobreposi¢do de identidades, género, raga, classe, nacionalidade, entre
outras, mas envolve a analise das estruturas de poder que moldam as experiéncias
sociais e epistemol(’)gicas. Fricker (2007), por sua vez, introduz o conceito de injustica
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epistémica, definindo-o como as situagdes em que individuos ou grupos sdo injus-
tamente prejudicados em seu status de sujeitos de conhecimento, seja pela auséncia
de categorias conceituais que permitam nomear determinadas experiéncias (injustica
hermenéutica), seja pela desvalorizacdo do testemunho de sujeitos marginalizados
(injustica testemunhal).

Incorporar perspectivas interseccionais no desenvolvimento e na aplicagdo da
Inteligéncia Artificial constitui, portanto, uma exigéncia ética e epistemoldgica para
tornar os processos de organizacao do conhecimento mais inclusivos e socialmente
responsaveis. Isso implica reconhecer que a IA nio apenas descreve realidades, mas
também as produz, exigindo o abandono de uma visdo instrumental que a considere
uma tecnologia neutra.

Diante desse contexto, pergunta-se: de que forma os vieses algoritmicos presentes
nos sistemas de Organizagdo do Conhecimento afetam a representagdo de identidades
interseccionais, e quais desafios éticos e epistemologicos emergem dessa interagdo?

Nesse sentido, este artigo tem como objetivo analisar criticamente como as
discussoes sobre ética algoritmica e interseccionalidade vém sendo articuladas no
campo da Organizagdo do Conhecimento, identificando avancos, lacunas e desafios
que se colocam para a construgao de sistemas mais justos e inclusivos. Trata-se de
um estudo de carater tedrico-reflexivo, fundamentado em revisao critica da litera-
tura, que busca integrar perspectivas classicas e contemporaneas para compreender o
impacto da Inteligéncia Artificial sobre os processos de classifica¢ao e representagao
do conhecimento. Com isso, espera-se oferecer subsidios para o desenvolvimento de
praticas e infraestruturas informacionais digitais sensiveis as multiplas dimensoes
identitarias e comprometidas com a justiga epistémica.

As préximas secOes apresentam o referencial tedrico, descrevem os procedi-
mentos metodoldgicos, expdem os resultados da analise realizada e finalizam com
as conclusoes e perspectivas futuras.

1. REFERENCIAL TEORICO

O arcabougo tedrico deste estudo articula discussoes classicas e contemporaneas
sobre interseccionalidade, injustica epistémica e Inteligéncia Artificial no contexto
da Organizagdo do Conhecimento.

1.1. Interseccionalidade e injustica epistémica na Organizacao do
Conhecimento

As discussdes sobre interseccionalidade (Crenshaw 1989; Crenshaw 1991; Collins
1990) e injustica epistémica (Fricker 2007) constituem a base critica que orienta
este estudo, pois oferecem instrumentos tedricos para analisar como sistemas de
organizagdo do conhecimento podem reproduzir exclusoes e desigualdades sociais
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(Berman 1993; Olson 2002). Essas perspectivas permitem compreender que infraes-
truturas classificatorias e algoritmos, longe de serem neutros, incorporam hierarquias
de poder, afetando a visibilidade, a representagdo e o reconhecimento de identidades
multiplas e saberes marginalizados.

No campo da Organizagdo do Conhecimento, tais abordagens, em didlogo
com reflexdes sobre a construgido social das classificacoes (Bowker e Star 2000) e
com criticas contemporaneas a opressao algoritmica (Noble 2018), fundamentam
a reflexdo sobre as tensodes entre neutralidade técnica e valores sociais, eviden-
ciando a necessidade de praticas informacionais comprometidas com a justica
epistémica.

1.2. Etica na Inteligéncia Artificial

As discussdes contemporaneas sobre IA evidenciam que dados e algoritmos nao sao
neutros, mas carregam pressupostos culturais, politicos e epistemolégicos (Gitelman,
ed., 2013). Essa percepgao tem motivado organismos internacionais, como a European
Commission (2019), a UNESCO (2021) e a IFLA (2025), a estabelecer diretrizes éti-
cas para orientar o desenvolvimento e uso da IA destacando principios como justica,
inclusdo, transparéncia, diversidade e respeito a dignidade humana.

No campo informacional, cresce a preocupagao com o modo como algoritmos
podem reproduzir ou intensificar desigualdades sociais, sobretudo quando baseados
em dados enviesados ou em processos opacos que dificultam auditoria e contestagao
publica. Estudos como os de Noble (2018) revelam que algoritmos podem operar
como mecanismos de exclusdo, reproduzindo esteredtipos raciais, de género ou de
classe, fendmeno que a autora denomina «opressao algoritmica». Para além de aspec-
tos técnicos, tais reflexdes destacam que a IA ndo apenas organiza informagdes, mas
também influencia quais saberes se tornam visiveis ou invisiveis.

Nesse contexto, pesquisadores tém defendido que incorporar principios éticos
e perspectivas interseccionais ao longo de todas as etapas dos sistemas baseados em
IA, desde a sele¢ao de dados até a auditoria, é fundamental para construir infraestru-
turas digitais mais justas e inclusivas. Essa perspectiva, designada por alguns como
«Inteligéncia Artificial Interseccional» (Simod-Soler 2024), busca nao apenas evitar
danos, mas também promover reparacio de desigualdades histdricas.

Em sintese, a ética na IA ultrapassa o plano técnico e envolve decisdes profun-
damente ligadas a justica social e a equidade epistémica, exigindo abordagens criticas
e multidisciplinares na Organizagdo do Conhecimento.

2. PROCEDIMENTOS METODOLOGICOS

Esta pesquisa possui carater tedrico-reflexivo e foi conduzida a partir de uma
revisdo critica da literatura (Grant e Booth 2009). A fonte de dados utilizada foi
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exclusivamente o Google Académico, selecionado por sua abrangéncia em relagao
a documentos académicos e institucionais em multiplos idiomas e areas de conhe-
cimento. Essa escolha buscou contemplar a diversidade de perspectivas tedricas
presentes em areas como Ciéncia da Informagao, Ciéncia da Computacao, Filosofia,
Estudos Sociais da Ciéncia e Estudos de Género, garantindo maior amplitude ao
levantamento bibliografico.

As buscas foram realizadas entre janeiro e margo de 2025, sem delimitagdo
temporal inicial, utilizando as expressdes «organiza¢ao do conhecimento», «inter-
seccionalidade», «ética» e «algoritmos», nos idiomas inglés, portugués e espanhol,
combinadas entre si. Foram incluidas publicagdes nesses idiomas, abrangendo
artigos, livros e documentos institucionais que abordassem o tema pesquisado.
O levantamento foi encerrado no momento em que a recuperagdo de novos docu-
mentos deixou de acrescentar contribui¢des inéditas ao tema, passando a repetir
referéncias e argumentos ja identificados, o que caracterizou o ponto de saturagao
do corpus.

O corpus final foi composto por 32 documentos, publicados entre 1989 e 2025,
distribuidos em oito livros — incluindo obras cldssicas como Berman (1993) e Olson
(2002) sobre Organiza¢ao do Conhecimento e Fricker (2007) que aborda a injustica
epistémica — trés diretrizes destinadas a orientar a governanga ética da IA, elabo-
radas pela UNESCO (2021), European Commission (2019) e IFLA (2025), além de
21 artigos publicados no mesmo periodo, entre os quais se destacam os estudos de
Crenshaw (1989; 1991) e Collins (1990), que sdo referéncias obrigatorias no campo
da interseccionalidade.

Foram excluidos trabalhos exclusivamente técnicos, sem discussdo tedrica ou
critica, bem como documentos que nao abordassem explicitamente o impacto da IA
na Organiza¢do do Conhecimento ou as dimensdes interseccionais. O registro dos
dados foi realizado em planilha eletronica, para organizar as referéncias e sistema-
tizar a analise.

A leitura dos materiais selecionados foi conduzida de forma analitica e inter-
pretativa, buscando articular conceitos, identificar tensoes e mapear possibilidades
emergentes das intersecoes entre os campos estudados. O processo analitico seguiu
trés etapas principais: leitura integral dos textos selecionados; identificagdo e anotagdo
de conceitos centrais, abordagens metodoldgicas e possiveis vinculos com a questdo
de pesquisa; e posterior agrupamento das obras nos eixos analiticos definidos. Esse
procedimento inspirou-se em orientagdes metodologicas sobre revisoes criticas, como
sugerido por Booth, Sutton e Papaioannou (2016), enfatizando a interpretagéao critica
e a contextualizacdo dos achados.

103



DESAFIOS ETICOS NA ORGANIZACAO DO CONHECIMENTO

104

Com base nessa leitura, a analise e interpretagdo dos resultados foram organiza-
das em quatro eixos analiticos que orientaram a analise e a discussao dos resultados:

1)

2)

3)

Suposta neutralidade técnica e ética da Organizagdo do Conhecimento,
no contexto da IA - agrupa documentos que problematizam a ideia de
neutralidade técnica e ética na Organizagdo do Conhecimento, discu-
tindo como sistemas classificatdrios tradicionais e infraestruturas digitais,
inclusive aquelas baseadas em Inteligéncia Artificial, incorporam valores
sociais, culturais e politicos. Os textos analisados evidenciam que dados
e classificacdes nunca sdo inteiramente «neutros» ou «naturais», mas sim
construgdes culturais que carregam visdes de mundo especificas. As dis-
cussoes abordam desde os fundamentos epistemologicos da neutralidade
até a opacidade dos sistemas algoritmicos, suas limitacdes epistemoldgicas
e implicagdes éticas, destacando como essas questdes impactam a produ-
¢éo, a representacao e a circulagdo do conhecimento.

Assimetrias de poder e exclusdes na Organiza¢ao do Conhecimento - retine
documentos que investigam as assimetrias de poder e as desigualdades
presentes nos sistemas de organizagao do conhecimento, destacando como
classificagoes, linguagens documentarias e demais estruturas informacionais
podem refletir valores culturais hegemonicos, exprimir preconceitos ou
marginalizar epistemologias dissidentes. Os textos agrupados aqui ana-
lisam, sob diferentes perspectivas tedricas, os mecanismos pelos quais a
Organizagao do Conhecimento contribui para a exclusao, a invisibilizacao
ou a distor¢ao de grupos sociais, saberes e experiéncias historicamente
marginalizados. Embora alguns desses estudos dialoguem tangencialmente
com o avango das tecnologias digitais, o foco central permanece nos fun-
damentos tedricos, sociais e culturais da Organiza¢ao do Conhecimento,
independentemente da presenca de Inteligéncia Artificial. Trata-se, por-
tanto, de um eixo que evidencia o carater politico e ético subjacente a
construgdo de sistemas classificatorios e a representagao do saber.

Impactos da Inteligéncia Artificial na Organizagdo do Conhecimento —
congrega documentos que analisam os impactos da Inteligéncia Artificial
sobre as praticas, estruturas e valores da Organizag¢do do Conhecimento.
Os textos aqui reunidos abordam tanto aspectos técnicos, como algoritmos
de classificagdo, indexagao e recomendagdo, quanto implicagdes éticas e
sociais decorrentes do uso de IA na media¢ao e organizagdo do conhe-
cimento. As discussdes incluem preocupagdes sobre vieses algoritmicos,
transparéncia, auditabilidade, accountability e efeitos potencialmente
excludentes na representacdo do conhecimento. Também estao presentes
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reflexdes sobre politicas institucionais, diretrizes internacionais e desa-
fios enfrentados por profissionais da informacao diante das transforma-
¢Oes provocadas pela IA. Este eixo, portanto, evidencia como a IA estd
cada vez mais integrada aos processos de organizagao e circulagdo do
conhecimento, exigindo uma abordagem critica e multidisciplinar para
compreender seus efeitos na justica epistémica e na equidade social.

4) Interseccionalidade como referencial critico na Organizagdo do Conhe-
cimento, na interface com a IA - contempla documentos que desenvol-
vem a interseccionalidade como constructo teérico-critico aplicado a
Organiza¢ao do Conhecimento, investigando como multiplas dimensoes
identitarias — tais como género, raga, classe, nacionalidade, orientagao
sexual e deficiéncia — interagem para moldar experiéncias especificas de
opressao, invisibilidade ou distor¢do na representagdo do saber. Os textos
aqui incluidos articulam essas reflexdes ao campo classico da Organizagao
do Conhecimento e a interface com a IA, destacando como infraestruturas
algoritmicas podem reproduzir ou intensificar injustigas epistémicas. Tam-
bém abarca estudos que denunciam praticas discriminatérias nos sistemas
classificatorios e que propdem alternativas metodologicas ou tecnolégicas
para a construg¢ao de sistemas de organizacao do conhecimento mais inclu-
sivos e sensiveis as complexidades das identidades sociais. Esses estudos
consolidam a perspectiva ética e politica que fundamenta a analise critica
desenvolvida no presente estudo, refor¢cando a necessidade de transformar
as praticas em espagos de justica social e equidade epistemoldgica.

Cabe destacar que a distribui¢do dos documentos pelos quatro eixos analiticos
foi orientada pelos focos tematicos identificados durante a leitura critica. Entretanto,
essa classificagdo nao é estanque: muitas obras poderiam se situar em mais de um
eixo, dadas as inter-relagdes entre os temas abordados. Essa flexibilidade é inerente
a natureza interdisciplinar do objeto de estudo e evidencia a subjetividade presente
na analise tedrica. Além disso, a alocagdo dos documentos nos eixos também con-
siderou o objetivo do presente trabalho de construir um recorte analitico coerente
com a questdo de pesquisa. Isso significa que alguns textos foram posicionados em
determinado eixo por contribuirem de maneira mais decisiva para o recorte proposto,
ainda que apresentem didlogos com outros temas.
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A Tabela 1 apresenta o corpus da pesquisa e os eixos de analise estabelecidos
apos a leitura critica dos documentos, indicando, para cada referéncia, o tipo docu-
mental (artigo, livro ou diretriz).

Tabela 1. Corpus da pesquisa e eixos analiticos

Tipologia

Eixo analitico Autores/Fonte
documental

1) Suposta neutralidade | Bowker e Star (2000); Gitelman, ed. (2013); Burrell (2016); Dourish | Livros / Artigos
técnica e ética da OC, no | (2016); Hjerland (2016); Greenberg et al. (2021); Brito (2023)
contexto da IA

2) Assimetrias de poder e | Berman (1993); Olson (2002); Guimaraes, Milani e Pinho (2008); | Livros / Artigos
exclusées na OC Fox (2016); Moreira e Martinez-Avila (2018); Chou e Pho (2018);
Sanchez-Tarragé e Silva (2022); Allard, Oliphant e Chambers (2023);
Cifor e Rawson (2023); Martinez-Avila e Fox (2025)

3) Impactos da IA na OC European Commission (2019); UNESCO (2021); IFLA (2025); Bagatini | Diretrizes/
e Guimardes (2023); El Hadi et al. (2023); San Segundo, Martinez- | Artigos
-Avila e Frias Montoya (2023); Rosa et al. (2024)

4) Interseccionalidade como | Crenshaw (1989); Collins (1990); Crenshaw (1991); Fricker (2007); | Livros / Artigos
referencial critico na OC, na | Noble (2018); Simé-Soler (2024); Moura (2024); Ulnicane (2024)
interface com a IA

Fonte: Elaborado pelas autoras

A andlise do corpus da pesquisa, exposta na Tabela 1, foi conduzida de forma
qualitativa, buscando compreender tanto a articulagdo dos conceitos, quanto as ten-
soes e possibilidades que emergem da interse¢do entre os campos abordados. Essa
abordagem permitiu identificar como diferentes perspectivas tedricas, apresentadas
na segdo 1, se articulam para fundamentar a andlise desenvolvida a seguir, organizada
conforme os quatro eixos analiticos definidos.

Cabe ressaltar que nem todos os autores incluidos na Tabela 1 serdo objeto de
analise detalhada na secao seguinte. Alguns textos ja foram discutidos na Introdugao
e no Referencial Tedrico, de modo que a se¢do 3 se concentra principalmente nas
contribui¢des analiticas e criticas necessarias ao desenvolvimento dos eixos propos-
tos, evitando repetigoes e buscando manter o texto dentro dos limites de extensdo
estabelecidos

3. RESULTADOS E DISCUSSAO

Esta se¢do apresenta os resultados da analise, articulando-os aos objetivos da pes-
quisa. Parte dos autores e obras aqui mencionados ja foi discutida na Introdugéo e no
Referencial Tedrico; nesta etapa, retomam-se tais referéncias apenas quando essen-
ciais a interpreta¢ao dos dados, buscando evitar repeticdes e manter o texto conciso.
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3.1. Suposta neutralidade técnica e ética na Organizagiao do
Conhecimento e na Inteligéncia Artificial

A anilise evidenciou consenso na literatura quanto a faldcia da neutralidade técnica
nos sistemas de organizacdo do conhecimento e na IA. Classificagdes e infraestru-
turas digitais, longe de neutras, refletem visdes de mundo e interesses especificos,
influenciando o que se torna visivel ou invisivel nos sistemas informacionais.

Estudos tém reforcado que dados jamais sao «brutos», mas resultado de esco-
lhas politicas, culturais e epistemoldgicas, o que se agrava no contexto da IA, onde
algoritmos de machine learning, muitas vezes, operam de modo opaco e dificil de
auditar (Gitelman, ed., 2013; Burrell 2016). Essa opacidade decorre tanto de segredos
corporativos quanto da complexidade técnica, limitando o controle social e refor-
¢ando desigualdades na produgdo e circulagdo do conhecimento.

A critica a neutralidade técnica também permeia o campo informacional. Pes-
quisas apontam que algoritmos ndo sdo apenas ferramentas técnicas, mas artefatos
culturais impregnados de valores e expectativas sociais (Dourish 2016). Reflexdes
semelhantes aparecem em discussdes sobre a suposta neutralidade «atedrica» das
classificagdes, demonstrando que toda organizagdo do conhecimento esta permeada
por pressupostos epistemoldgicos e ideoldgicos (Hjorland 2016). Além disso, anélises
recentes alertam que classifica¢coes aparentemente neutras podem ocultar compro-
missos politicos e éticos, evidenciando como infraestruturas técnicas participam da
produgdo social da realidade (Brito 2023).

Outros estudos destacam que vocabularios controlados, se ndo forem cuida-
dosamente elaborados, podem cristalizar vieses preexistentes, mesmo em iniciativas
interdisciplinares voltadas a IA (Greenberg et al. 2021). Assim, a Organizagdo do
Conhecimento enfrenta o desafio de lidar com sistemas algoritmicos que, embora tec-
nologicamente sofisticados, carregam implicagdes éticas e epistemologicas profundas.

3.2. Assimetrias de poder e exclusdes na Organizagiao do
Conhecimento

A analise da literatura sobre poder e desigualdades na Organiza¢do do Conhecimento
revelou que esse campo, historicamente, reflete hierarquias sociais, culturais e epis-
temoldgicas, contribuindo para a marginalizacao de saberes e identidades minori-
tarias. Embora a critica tenha origem em estruturas classificatorias tradicionais, os
sistemas digitais contemporaneos apresentam formas mais sutis, porém igualmente
eficazes, de exclusio.

Pesquisadores observam que classificagoes documentarias, ao ndo contempla-
rem a diversidade cultural e o warrant cultural, podem resultar na invisibilizacao
de saberes transculturais (Guimaraes, Milani e Pinho 2008). Outros apontam que a
interseccionalidade desafia a logica classificatoria tradicional, pois categorias rigidas
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e mutuamente excludentes ndo conseguem representar adequadamente multiplas
identidades, gerando omissdes ou distor¢oes que impactam a justica epistémica (Fox
2016). Ha ainda analises sobre como relacdes conceituais mal definidas nos sistemas
classificatérios perpetuam exclusdes simbélicas (Moreira e Martinez-Avila 2018) e
sobre desigualdades persistentes na representacdo de grupos racializados, indigenas,
LGBTQIA+ e mulheres, especialmente no contexto brasileiro (Sanchez-Tarragé e
Silva 2022).

Outros estudos ressaltam que, apesar do discurso institucional de neutralidade,
bibliotecas e arquivos frequentemente perpetuam microagressoes e exclusdes sim-
bdlicas, sobretudo contra mulheres negras e grupos marginalizados (Chou e Pho
2018). Ha também a percep¢ao de que teorias feministas e interseccionais perma-
necem restritas ao debate académico, sem impacto estrutural consistente na pratica
da Organizagdo do Conhecimento (Allard, Oliphant e Chambers 2023).

Exemplos préticos dessa tensdo surgem na analise do Homosaurus, vocabulario
controlado voltado a representagao queer e trans, que, embora potencialmente inclusivo,
enfrenta o dilema de cristalizar identidades complexas em categorias fixas, revelando o
risco de reduzir diversidades fluidas a nomenclaturas estéticas (Cifor e Rawson 2023).

Em sintese, as assimetrias de poder na Organizagdo do Conhecimento persistem
tanto nas infraestruturas tradicionais quanto nos sistemas digitais, evidenciando que
praticas classificatorias, mesmo tecnicamente avangadas, continuam permeadas por
escolhas politicas e epistemoldgicas que impactam a visibilidade e o reconhecimento
de saberes marginalizados.

3.3. Impactos da Inteligéncia Artificial na Organizagao do
Conhecimento

Os resultados da analise indicam que a introdug¢ao da IA na Organiza¢ao do Conhe-
cimento esta transformando ndo apenas processos técnicos, mas também valores
éticos e estruturas de poder no campo informacional. Ha crescente preocupac¢io de
que algoritmos projetados para eficiéncia possam reproduzir ou intensificar desi-
gualdades sociais.

Pesquisas apontam que dados pessoais, quando utilizados como facetas clas-
sificatérias, geram vieses relacionados a género, raga, orientagao sexual ou classe
social, com impactos que ultrapassam o plano técnico e afetam a estruturagdo do
conhecimento (Bagatini e Guimaraes 2023). Outros estudos alertam que a auséncia
de explicabilidade nos sistemas algoritmicos compromete a justica epistémica, pois
impede a contestagdo de decisdes automatizadas que impactam grupos marginali-
zados (San Segundo, Martinez-Avila e Frias Montoya 2023).

No campo da IA generativa, ha preocupacdes de que modelos de geragao de
imagens, baseados em dados enviesados, silenciem ou distor¢am identidades que
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escapam aos padrdes eurocéntricos, criando novas formas de invisibilidade (Rosa
et al. 2024). Embora documentos internacionais, como os da European Commis-
sion (2019), UNESCO (2021) e IFLA (2025), representem avangos éticos relevantes,
persistem lacunas na transformagdo desses principios em mecanismos operacionais.
Pesquisas sublinham que é preciso superar declaragdes de boas intengdes e enfren-
tar a complexidade técnica e social que caracteriza a IA contemporanea (El Hadi
et al. 2023).

Em sintese, a IA, mais do que automatizar processos, redefine as dindmicas de
poder na produgéo e circulagao do conhecimento, exigindo nao apenas solugoes
técnicas, mas também transformagoes epistemoldgicas e politicas que integrem prin-
cipios éticos e perspectivas criticas.

3.4. Interseccionalidade como referencial tedrico-critico na interface
entre Organiza¢ao do Conhecimento e Inteligéncia Artificial

A analise evidencia que a interseccionalidade se consolidou como um referencial
critico indispensavel para compreender como sistemas classificatérios e algoritmos
interagem com multiplas dimensoes identitarias. Esse enfoque permite identificar
que vieses algoritmicos ndo se limitam a auséncia de representacao, mas incluem
distor¢des na forma como determinados grupos sao retratados, sobretudo aqueles
que combinam categorias como género, raga, classe, orientagdo sexual e deficiéncia.

Estudos recentes destacam que abordagens interseccionais sdo essenciais para
entender as dindmicas de exclusdo produzidas pela IA indo além das métricas tra-
dicionais de acuracia ou performance (Ulnicane 2024). Nesse contexto, o conceito
de «Inteligéncia Artificial Interseccional» defende a integragdo de perspectivas cri-
ticas em todas as etapas de desenvolvimento dos sistemas algoritmicos, da coleta de
dados a auditoria, como caminho para evitar que infraestruturas digitais perpetuem
desigualdades histdricas (Simo-Soler 2024).

Essa perspectiva é ampliada por propostas concretas, como a de Moura (2024),
que apresenta instrumentos para operacionalizar a interseccionalidade e a decolonia-
lidade na Organizagdo do Conhecimento digital, exemplificados pelo COEXISTENCE
- Thesaurus of Intersectionality and Decolonial Issues. Essas iniciativas revelam que,
além de criticar sistemas excludentes, é necessario construir infraestruturas clas-
sificatdrias capazes de dar visibilidade e reconhecimento a saberes historicamente
marginalizados.

A nogdo de injustica epistémica conecta-se diretamente a esse debate, demons-
trando que sistemas classificatorios e algoritmos, mesmo sob aparéncia de neutra-
lidade, podem silenciar vozes ou distorcer experiéncias de grupos marginalizados.
Integrar principios interseccionais as tecnologias algoritmicas emerge, assim, como
condigao fundamental para praticas informacionais orientadas pela justiga epistémica.
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CONCLUSOES

A incorporagao crescente da IA nos processos de organiza¢do do conhecimento tem
aprofundado debates sobre ética, neutralidade e representatividade, evidenciando
que tecnologias classificatérias ndo sao apenas ferramentas técnicas, mas também
dispositivos carregados de valores sociais, culturais e politicos. A interseccionalidade
desponta como um referencial tedrico-critico indispensavel para compreender como
diferentes categorias — como género, raga, classe e sexualidade —interagem, gerando
formas especificas de exclusdo e invisibilidade nos sistemas de representagao do saber.

A andlise desenvolvida neste estudo demonstrou que, embora existam avan-
¢os importantes na formulacdo de diretrizes éticas e na discussdo sobre vieses
algoritmicos, ainda ha lacunas significativas quanto a integracdo de perspectivas
interseccionais nos sistemas de organizagdo do conhecimento. O corpus analisado
revela a persisténcia de estruturas classificatdrias excludentes ao lado de iniciati-
vas promissoras que buscam tensionar essas estruturas em dire¢do a praticas mais
justas e inclusivas.

Os resultados organizados ao longo dos quatro eixos analiticos — neutralidade
técnica e ética, assimetrias de poder, impactos da IA na Organizagdo do Conhecimento,
e interseccionalidade como referencial critico — evidenciam que essas dimensdes
estdo profundamente interligadas e devem ser abordadas de forma integrada para
promover mudangas significativas nas praticas classificatdrias e tecnoldgicas.

Nesse contexto, persiste o desafio de superar abordagens superficiais que tratam
a diversidade como um mero ajuste técnico, sem enfrentar as dimensdes politicas e
epistemoldgicas que moldam as tecnologias e os sistemas classificatdrios. Tais trans-
formagoes exigem também incorporar a nogao de injustica epistémica, reconhecendo
como sistemas classificatérios podem silenciar ou distorcer experiéncias de grupos
historicamente marginalizados. E fundamental avangar em pesquisas que nio apenas
apontem os riscos dos vieses algoritmicos, mas também proponham metodologias
concretas para construir infraestruturas digitais que representem, de forma mais
equitativa, a pluralidade de saberes e experiéncias.

Este estudo, de carater tedrico-reflexivo, limitou-se a uma analise documental
e conceitual, ndo abrangendo investiga¢es empiricas que possam comprovar, na
pratica, os impactos identificados. Contudo, investigacoes futuras poderdo explorar
estudos de caso, auditorias algoritmicas ou metodologias participativas que envolvam
comunidades afetadas pelos vieses e exclusdes presentes em sistemas de organizagao
do conhecimento mediados por IA.

Promover processos de organizagdo do conhecimento mais inclusivos e éti-
cos € essencial para reduzir injustigas epistémicas e ampliar a representacao do
conhecimento. As reflexdes aqui apresentadas sinalizam a necessidade de dis-
cussOes mais amplas na area, destacando que a equidade exige transformagoes
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epistemoldgicas que vao além da mera superagao de vieses algoritmicos, orientando
a construcao de sistemas mais justos e alinhados a diversidade de saberes existentes
na sociedade.
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