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curadoria da informação, com foco na Organização do Conhecimento (OC). Adota-se abordagem 
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dade, além dos riscos de padronização e concentração de poder classificatório. A legislação brasileira é 
discutida como articulação com debates internacionais sobre os impactos da IA. Argumenta-se que a 
curadoria algorítmica não substitui a mediação humana, sendo necessário promover práticas auditá-
veis, participativas e sensíveis à diversidade epistêmica. A pesquisa defende abordagem ética da OC, que 
reconheça potenciais da IA sem negligenciar riscos, fortalecendo o debate público sobre os critérios que 
moldam o acesso ao conhecimento no século XXI.
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INTRODUÇÃO
A Inteligência Artificial Generativa (IAG) tem transformado a organização, classifica‑
ção e mediação da informação. Diferente de sistemas algorítmicos anteriores, a IAG 
cria conteúdos originais e simula processos cognitivos humanos em escala. Essa revo‑
lução, embora promissora, apresenta desafios significativos para a Organização do 
Conhecimento (OC), especialmente nos processos de classificação e curadoria. Esta 
pesquisa propõe uma reflexão crítica sobre o uso da IAG nesses processos, analisando 
como sistemas algorítmicos são incorporados à descrição, categorização e mediação 
do saber científico. A abordagem teórica e bibliográfica justifica-se pela complexidade 
e opacidade dos sistemas automatizados e antes de observamos uma grande profusão 
de investigações empíricas, sem antes termos consolidado uma base de entendimento 
ético, normativo e epistemológico que possa orientar essas futuras investigações.

O contexto brasileiro é relevante, com iniciativas regulatórias como o Projeto 
de Lei n.º 2.338/2023 (Brasil 2023a) e o Projeto de Lei n.º 759/2023 (Brasil 2023b), 
que propõem a regulamentação ética da IA. Posicionamento seguido pelo Conselho 
Nacional de Justiça (CNJ) que aprovou diretrizes para o uso de IA no judiciário em 
fevereiro de 2025 (Conselho Nacional de Justiça 2025). Essas iniciativas demonstram 
preocupação crescente com os impactos da IA, mas precisam de diálogo aprofun‑
dado com a OC.

Ao transpor estes eixos para o campo específico da Organização do Conheci‑
mento, argumentamos que a curadoria algorítmica, embora amplie a escala e a efi‑
ciência dos sistemas de informação, pode gerar efeitos colaterais preocupantes, como 
a padronização forçada de classificações, o apagamento da folksonomia e a concen‑
tração de poder classificatório em plataformas com pouca ou nenhuma transparência 
pública. Estas questões tornam-se ainda mais complexas quando se considera que o 
fazer científico contemporâneo é atravessado por fluxos transnacionais de informa‑
ção, o que exige uma compreensão das medidas regulatórias brasileiras não como 
iniciativas isoladas, mas como parte de um diálogo global sobre os impactos sociais, 
cognitivos e epistêmicos da inteligência artificial.

Ao final deste percurso analítico, é esperado contribuir não apenas com refle‑
xões sobre os paradoxos existentes na mediação informacional contemporânea, mas 
principalmente com a construção coletiva de soluções mais justas e sensíveis às com‑
plexidades da Organização do Conhecimento no século XXI, em um contexto onde 
a inteligência artificial se torna cada vez mais presente e determinante nos processos 
de produção, circulação e legitimação do saber. Como argumenta Floridi (2022), 
a IA representa uma nova forma de agência, passível de uso ético ou antiético, cujas 
implicações transcendem o campo puramente técnico para adentrar questões fun‑
damentais sobre como conhecemos, o que podemos conhecer e quem tem o poder 
de definir o que conta como conhecimento válido.
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1. DESAFIOS E RISCOS DA IAG NA ORGANIZAÇÃO DO 
CONHECIMENTO
A Organização do Conhecimento (OC) é o campo interdisciplinar que estuda a 
ordenação sistemática do conhecimento humano, baseada em princípios como uni‑
versalidade, especificidade, exaustividade e consistência. Esses princípios, embora 
técnicos, possuem pressupostos epistemológicos e políticos que devem ser analisados 
criticamente, especialmente em ambientes algorítmicos.

As práticas tradicionais de classificação e curadoria, como análise de assunto 
e indexação, são realizadas por especialistas humanos que aplicam conhecimentos 
técnicos e julgamentos subjetivos. Mai (2010) observa que a indexação é ato inter‑
pretativo, o que significa que mesmo os sistemas mais rigorosos de OC não escapam 
da subjetividade e das escolhas valorativas.

A OC tem enfrentado tensão entre abordagens universalistas e relativistas. Essa 
tensão se intensifica com a IAG, que promete superar limitações humanas em escala 
e velocidade, mas herda e amplifica vieses dos dados que a alimentam. A transição 
para ambientes digitais já trouxe desafios como volume de informação e heteroge‑
neidade de formatos. A IAG, no entanto, representa salto qualitativo, pois aprende 
padrões e gera novas categorias sem intervenção humana direta, levantando questões 
sobre transparência, accountability e justiça epistêmica.

1.1. Opacidade algorítmica e seus impactos
A opacidade algorítmica (Burrell 2016) é desafio significativo da IAG na OC, refe‑
rindo-se à dificuldade de compreender os critérios e processos que levam às classi‑
ficações e recomendações dos sistemas de IA. Diferente dos sistemas tradicionais, os 
modelos de aprendizado profundo operam com redes neurais complexas, cuja lógica 
interna é pouco acessível à interpretação humana.

Essa opacidade não é apenas problema técnico, mas também epistemológico, 
ético e político. A ausência de transparência em sistemas que mediam decisões sociais 
representa forma de poder que escapa ao escrutínio público (Pasquale 2015). Na OC, 
isso compromete a verificabilidade e a justificabilidade das decisões classificatórias, 
dificultando a avaliação de sua justiça, pluralidade e representatividade.

A opacidade se manifesta em três níveis: intencional (segredos comerciais), téc‑
nica (complexidade dos modelos) e interpretativa (dificuldade de traduzir decisões 
computacionais). As consequências incluem a impossibilidade de auditar critérios, 
identificar vieses e contestar decisões automatizadas. Por exemplo, em sistemas acadê‑
micos, recomendações algorítmicas podem perpetuar padrões de citação excludentes 
sem possibilidade de revisão.

Para enfrentar esse desafio, propõem-se abordagens como a «IA Explicável» 
(XAI) (Barredo Arrieta et al. 2020) e técnicas de interpretabilidade post-hoc. No 
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entanto, essas soluções enfrentam a tensão entre complexidade e simplicidade. Na 
OC, resposta possível é a construção de sistemas híbridos, onde especialistas huma‑
nos validem e contextualizem decisões algorítmicas, garantindo maior sensibilidade 
ética e epistêmica.

1.2. Naturalização de categorias classificatórias
A naturalização de categorias classificatórias é risco estrutural da IAG na OC. Cate‑
gorias historicamente situadas e socialmente construídas são apresentadas como 
naturais ou neutras, ocultando as escolhas valorativas que as sustentam. A automa‑
ção por IA reforça essa aparência de neutralidade, aplicando classificações de forma 
escalável e impessoal.

A literatura crítica mostra que toda taxonomia reflete relações de poder e hie‑
rarquias epistêmicas. Com a IAG, essas estruturas são ampliadas. Modelos treinados 
com grandes volumes de dados privilegiam padrões dominantes, em detrimento de 
vocabulários alternativos ou epistemologias não hegemônicas. Isso é problemático 
no Brasil, onde a pluralidade cultural e cognitiva exige esquemas classificatórios 
flexíveis e sensíveis.

O processo de naturalização ocorre em múltiplos níveis: terminológico (reprodu‑
ção de vocabulários hegemônicos), estrutural (reforço de hierarquias disciplinares) e 
metodológico (priorização de paradigmas positivistas). Esses efeitos contribuem para 
o apagamento da diversidade epistêmica e a legitimação de classificações que favore‑
cem determinados grupos. O Projeto de Lei n.º 2.338/2023 (Brasil 2023a), ao propor 
que sistemas de IA respeitem a pluralidade, oferece marco normativo importante, 
mas sua efetividade depende de práticas institucionais que operem essa sensibilidade.

1.3. Invisibilização de epistemologias dissidentes
A aplicação acrítica da IAG na OC pode intensificar a invisibilização de epistemo‑
logias dissidentes — formas de conhecimento que desafiam paradigmas dominantes 
e foram marginalizadas. Saberes indígenas, afro-brasileiros, feministas, decoloniais 
ou comunitários, muitas vezes não encontram lugar em esquemas classificatórios 
convencionais, sendo ainda mais obscurecidos por algoritmos treinados em dados 
enviesados (Maia e Passos 2020).

Esse fenômeno é forma de injustiça epistêmica (Fricker 2007), comprometendo 
a diversidade do patrimônio intelectual. A  IAG pode intensificar a injustiça teste‑
munhal (diminuição da credibilidade de certos grupos) e a injustiça hermenêutica 
(falta de categorias para interpretar experiências e saberes). Isso ocorre quando 
sistemas de busca e classificação privilegiam conteúdos alinhados com perspectivas 
hegemônicas, relegando outras a menor visibilidade. Essa dinâmica é grave no Brasil, 
dada sua diversidade epistêmica.
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Para responder a esse desafio, é necessário diversificar os dados de treinamento, 
incluir comunidades diversas no design dos sistemas e desenvolver metodologias 
classificatórias sensíveis à pluralidade. O Projeto de Lei n.º 759/2023 (Brasil 2023b), 
ao incluir o respeito à diversidade e à não-discriminação, oferece oportunidade 
normativa. No entanto, sua implementação exigirá transformações profundas nas 
instituições que produzem e disseminam o conhecimento.

1.4. Conflitos entre taxonomias algorítmicas e práticas 
classificatórias dissidentes
A padronização forçada de classificações automatizadas é risco central na relação 
entre taxonomias algorítmicas e práticas classificatórias dissidentes. Estas últimas, 
como a Folksonomia (Bates e Maack, ed., 2009), privilegiam abordagens participati‑
vas e contextualmente situadas, baseadas em tags livremente atribuídas por usuários, 
emergindo organicamente da interação entre pessoas e conteúdos.

As tensões entre esses paradigmas — algorítmico e dissidente — manifestam-se 
em diferentes níveis. Epistemologicamente, contrapõem-se a objetividade dos sistemas 
algorítmicos à natureza plural das práticas emergentes. Politicamente, o conflito reside 
na concentração do poder classificatório em desenvolvedores versus sua distribuição 
entre comunidades. Pragmaticamente, opõem-se a eficiência técnica da automação 
à riqueza semântica da participação humana.

A imposição de classificações algorítmicas padronizadas pode silenciar termi‑
nologias locais, apagando nuances culturais e deslegitimando formas alternativas de 
organizar o mundo. No contexto digital, isso resulta em perdas cognitivas e desem‑
poderamento dos usuários, transformando a cidadania digital em consumo passivo 
(Jenkins 2006). Em plataformas como YouTube, a substituição de sistemas flexíveis 
por modelos preditivos reforça padrões hegemônicos, dificultando a visibilidade 
de conteúdos de nicho, especialmente no Brasil, onde a diversidade cultural exige 
modelos mais abertos.

Responder a esse desafio exige abordagens híbridas, combinando automação algo‑
rítmica com práticas classificatórias participativas. Isso inclui sistemas que aprendam 
com folksonomias, interfaces para revisão de categorias e metodologias avaliativas 
que considerem a relevância cultural e política das classificações. Weinberger (2007) 
propõe que a era digital permite a coexistência de múltiplas lógicas classificatórias, 
buscando ecologias informacionais plurais para uma OC mais democrática e inclusiva.

2. DIMENSÃO TRANSNACIONAL DA REGULAÇÃO DA IA
A regulação da IAG na OC não pode se limitar ao âmbito nacional, pois o conheci‑
mento científico circula globalmente, impulsionado pela digitalização e globalização 
acadêmica. Esses fluxos criam ecossistema informacional onde práticas classificatórias, 
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algoritmos e políticas regulatórias ultrapassam fronteiras, exigindo abordagens que 
articulem o local e o global.

Esses fluxos são marcados por desigualdades estruturais, com centros hege‑
mônicos de produção científica (Norte Global) influenciando desproporcionalmente 
métodos e critérios (Vessuri, Guédon e Cetto 2013). Os principais modelos de IAG são 
desenvolvidos por poucas corporações, dominando recursos e dados, e são implemen‑
tados globalmente sem adaptações locais. Essa transnacionalidade cria tensões entre 
a soberania regulatória nacional e a operação global dos sistemas. Embora normas 
como o PL n.º 2.338/2023 (Brasil 2023a) e a Resolução n.º 615/2025 do Conselho 
Nacional de Justiça (2025) definam princípios importantes, sua aplicação a sistemas 
globais enfrenta desafios jurídicos e técnicos.

A dependência de sistemas estrangeiros pode comprometer a soberania infor‑
macional, limitando a capacidade de implementar políticas alinhadas a valores locais 
(García Canclini 2021). No Brasil, a diversidade cultural torna relevante a crítica à 
«colonialidade do saber» (Mignolo 2011), já que sistemas treinados em inglês e tra‑
dições ocidentais podem invisibilizar saberes locais.

Para enfrentar esses desafios, é necessário combinar participação em fóruns inter‑
nacionais, desenvolvimento de capacidades nacionais em IA e criação de mecanismos 
que adaptem sistemas globais às especificidades locais. Gillibrand e Draper (2023) 
ressaltam que soberania informacional no século XXI é a capacidade de influenciar 
ativamente as regras que governam os fluxos globais. Assim, as iniciativas regulatórias 
brasileiras contribuem para diálogo global mais justo e inclusivo.

2.1. Experiências internacionais de regulação
O panorama internacional revela abordagens distintas para a regulação da IA. 
A  União Europeia, com o Artificial Intelligence Act, estruturado em um modelo 
proativo focado em riscos e proteção de direitos fundamentais (Veale e Borgesius 
2021). Enquanto os Estados Unidos seguem uma abordagem setorial e reativa, favo‑
recendo a iniciativa privada (Hosack 2022; Hankwitz 2022). Em paralelo, a China 
busca combinar investimento estatal com regulação centralizada ao tratar a IA 
como instrumento estratégico para se tornar referência no cenário mundial (Cheng 
e Zeng 2023).

Organizações internacionais como UNESCO e OCDE estabelecem princípios 
globais para a ética e governança da IA. No Brasil, os PL n.os 2.338/2023 (Brasil 
2023a) e 759/2023 (Brasil 2023b) demonstram um alinhamento com essas tendências 
de implementar políticas que regulamentam os serviços, dados e possíveis impactos 
sociais advindos da popularização de sistemas baseados em inteligência artificial.

No comparativo entre todas as legislações é possível observar uma forte 
movimentação em torno do protecionismo travestido de uma preocupação com a 
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soberania tecnológica. Ao transpor para a OC, pode implicar em uma interoperabi‑
lidade global sem homogeneização epistêmica e ampliar o acesso ao conhecimento 
com justiça cognitiva.

2.2. Ciência aberta e justiça cognitiva
Os princípios da ciência aberta e da justiça cognitiva oferecem perspectivas essen‑
ciais para repensar a relação entre IAG e Organização do Conhecimento no contexto 
transnacional.

A ciência aberta promove transparência, colaboração e acessibilidade, incluindo 
acesso aberto a publicações, dados e avaliação aberta por pares. Esses princípios são 
fundamentais para mitigar a opacidade dos sistemas algorítmicos e fomentar a par‑
ticipação de múltiplos atores na definição e organização do conhecimento (Albagli, 
Clinio e Raychtock 2015).

A justiça cognitiva, por sua vez, enfatiza a valorização da diversidade epistê‑
mica, desafiando a monocultura do conhecimento dominante, típica das tradições 
ocidentais e do Norte Global (Visvanathan 1997; Fricker 2007). Ela reconhece que a 
democratização do conhecimento está intrinsecamente ligada à justiça social global 
e exige transformações profundas nas práticas classificatórias para incluir saberes 
marginalizados (Castro-Gómez 2007).

Embora a IA generativa possa democratizar o acesso às ferramentas de orga‑
nização do conhecimento, sem uma implementação cuidadosa pode reforçar desi‑
gualdades existentes. Para isso, cada vez mais é importante a articulação entre fun‑
damentos teóricos, marcos regulatórios e práticas institucionais constitui uma base 
essencial para repensar a Organização do Conhecimento de forma crítica, visando 
superar desigualdades epistêmicas e fomentar sistemas mais democráticos e contex‑
tualmente sensíveis.

3. OS DESAFIOS ÉTICOS DA MEDIAÇÃO DA ORGANIZAÇÃO 
DO CONHECIMENTO PELA IA GENERATIVA
A Ética da Informação é campo interdisciplinar essencial para a análise crítica da IAG 
e suas aplicações na OC. Consolidado em resposta aos desafios éticos das tecnologias 
digitais, oferece arcabouço conceitual para avaliar as implicações morais na criação, 
processamento e disseminação da informação em ambientes mediados por algoritmos.

Princípios fundamentais da Ética da Informação, como transparência, justiça, 
responsabilidade, não maleficência, beneficência, autonomia e privacidade (Wiener 
1950; Floridi 2022), ganham especificidade quando aplicados ao domínio informa‑
cional, especialmente com o papel crescente de agentes não-humanos. A dissociação 
entre agência e inteligência tem implicações éticas profundas para a OC, tornando 
urgente a construção de frameworks éticos robustos.
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A interseção entre Ética da Informação e OC é significativa, pois ambos se preo‑
cupam com a representação justa da diversidade epistêmica e a transparência nos 
processos de mediação. Mai (2013) destaca que «organizar informação é atividade 
fundamentalmente ética e política».

A Ética da Informação oferece princípios e metodologias para mitigar riscos 
éticos na aplicação da IAG à OC. A  Avaliação de Impacto Ético (EIA), proposta 
por Taddeo e Floridi (2018), exemplifica frameworks para identificar e responder a 
questões éticas. Adotar essa lente analítica permite identificar problemas e propor 
práticas normativas para tornar a mediação do conhecimento mais justa, transpa‑
rente e inclusiva. Os desafios éticos são sociais, políticos e epistemológicos, exigindo 
respostas multidimensionais.

3.1. Mediação algorítmica e mediação humana: 
complementaridades e tensões
A relação entre mediação algorítmica e humana é central para abordagem ética na OC, 
devendo ser vista como complementar e tensionada. Sistemas algorítmicos de IAG 
processam em escala e velocidade superiores ao humano, mas mediadores humanos 
trazem compreensão contextual, sensibilidade cultural e julgamento ético (Mai 2019).

Pressões econômicas por eficiência incentivam a substituição da mediação 
humana por automação (Eubanks 2018). Além disso, a sofisticação da IA pode criar 
uma falsa impressão de compreensão profunda, embora ela reproduza padrões esta‑
tísticos sem real entendimento semântico.

Modelos de «IA centrada no humano» propõem colaboração entre algoritmos 
e especialistas, combinando velocidade e escala da IA com supervisão e validação 
humanas (Amershi et al. 2019). Na Organização do Conhecimento, isso pode signi‑
ficar classificações automáticas revisadas por especialistas e curadoria híbrida. Limi‑
tes éticos à automação devem fundamentar-se em transparência, responsabilidade, 
justiça e respeito à diversidade epistêmica. Processos classificatórios com impacto 
sobre direitos ou grupos vulneráveis exigem maior supervisão humana (Floridi 2022).

A Resolução n.º 615/2025 do CNJ, que estabelece níveis de supervisão conforme 
o risco dos sistemas de IA, serve como modelo adaptável ao campo mais amplo. 
No entanto, carrega o desafio de construir ecologias informacionais onde mediação 
humana e algorítmica coexistam e se complementem, enriquecendo a Organização 
do Conhecimento.

3.2. Práticas participativas e auditáveis
O desenvolvimento de práticas participativas e auditáveis na OC mediada por 
IAG é essencial para abordagem ética. Essas práticas visam democratizar o design, 
implementação e avaliação dos sistemas classificatórios, assegurando que reflitam 
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as necessidades e valores das comunidades. Modelos de participação variam de 
consultas a co-design contínuo e governança compartilhada. Classificações são 
infraestruturas que moldam o que pode ser visto e dito, e sua construção não deve 
ser delegada exclusivamente a especialistas, mas envolver ativamente os sujeitos 
impactados (Bowker et al. 2019).

Na aplicação da IAG, a participação deve ocorrer em todo o ciclo de vida dos 
sistemas. Na concepção, workshops de co-design incluem diversas vozes. No desen‑
volvimento, a diversificação das equipes técnicas mitiga vieses. Na implementação, 
mecanismos de feedback garantem a evolução dos sistemas. Experiências como o 
«Participatory AI» de Stanford e o «design justice» (Costanza-Chock 2020) ilustram 
caminhos promissores, exigindo redistribuição de poder e valorização de conheci‑
mentos situados.

Complementarmente, auditorias algorítmicas são fundamentais para accounta-
bility e transparência. Tais auditorias, que podem analisar código-fonte ou contextos 
sociotécnicos, buscam abrir as «caixas-pretas» dos algoritmos para avaliação crítica 
(Metcalf et al. 2021). Na OC, investigam dados priorizados, critérios classificatórios e 
impactos distributivos sobre visibilidade. Embora o PL n.º 2.338/2023 (Brasil 2023a) 
preveja avaliações de impacto algorítmico, sua efetividade depende de capacidades 
técnicas e independência institucional. A transparência deve envolver comunicação 
clara sobre objetivos e limitações, promovendo entendimento sobre quem se bene‑
ficia e quais valores estão embutidos nas escolhas algorítmicas (Ananny 2018). Essa 
transparência é crucial na OC, dado o papel das classificações na mediação do acesso 
e na configuração do poder epistêmico. Assim, práticas participativas e auditáveis 
são pilares para uma OC democrática e justa.

3.3. Compromisso com valores democráticos
O compromisso com valores democráticos é pilar fundamental para abordagem 
ética da OC mediada por IAG. Isso significa reconhecer que sistemas classificatórios 
moldam o que pode ser conhecido e quem tem acesso, impactando a distribuição do 
poder epistêmico e a qualidade da esfera pública democrática.

Valor central é o pluralismo epistêmico, que valoriza a diversidade de formas 
de conhecimento e tradições intelectuais (Santos 2007). Aplicar esse valor na OC 
mediada por IA implica desenvolver sistemas que promovam a visibilidade e legiti‑
midade de múltiplas perspectivas, questionando práticas classificatórias que natura‑
lizam hierarquias e excluem saberes marginalizados.

A injustiça epistêmica (Fricker 2007), que diminui a credibilidade de certos 
sujeitos, compromete a dignidade individual e a qualidade do conhecimento coletivo. 
Sistemas de IA que replicam essas injustiças ameaçam valores democráticos como 
igualdade e respeito.
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Outro aspecto crucial é a inclusão informacional, garantindo acesso equitativo 
à informação e capacidades para seu uso (Warschauer 2003). Isso exige que algo‑
ritmos evitem ampliar divisões digitais por interfaces inacessíveis ou vieses. O PL 
n.º 759/2023 (Brasil 2023b) reforça esses princípios, mas sua efetivação depende de 
políticas concretas.

Por fim, a responsabilidade social remete à consciência de que decisões classifi‑
catórias têm consequências sociais e políticas significativas (Olson 2002). No contexto 
da IAG, desenvolvedores e reguladores devem considerar impactos em equidade e 
justiça epistêmica (Crawford 2021). A  Resolução n.º  615/2025 do CNJ (Conselho 
Nacional de Justiça 2025) exemplifica como essa responsabilidade pode ser institu‑
cionalizada, sendo necessária a ampliação desses padrões para a OC em geral.

CONSIDERAÇÕES FINAIS
Esta pesquisa refletiu criticamente sobre o uso da Inteligência Artificial Generativa 
(IAG) na classificação e curadoria da informação, no campo da Organização do 
Conhecimento (OC). Exploramos as complexas interseções entre tecnologia, ética, 
epistemologia e política, contribuindo para compreensão nuançada de seus desafios 
e possibilidades.

A análise mostra que a mediação algorítmica do conhecimento, via IAG, é trans‑
formação qualitativa que introduz novos atores e dinâmicas de poder. Embora ofe‑
reça potencialidades em escala e eficiência, traz riscos como opacidade algorítmica, 
naturalização de categorias, invisibilização de epistemologias dissidentes e enfraque‑
cimento de práticas participativas como a folksonomia.

O panorama regulatório brasileiro, com o PL n.º 2.338/2023 (Brasil 2023a), o PL 
n.º 759/2023 (Brasil 2023b) e a Resolução n.º 615/2025 do CNJ (Conselho Nacional 
de Justiça 2025), demonstra crescente consciência e disposição para regulamentar 
o uso responsável da IA. Apesar de incipientes, essas iniciativas são avanços impor‑
tantes na construção de arcabouço ético e legal.

A dimensão transnacional do tema, com fluxos globais de conhecimento e 
experiências internacionais de regulação, revela que os desafios brasileiros se inse‑
rem em debates globais. As particularidades do Brasil, com sua diversidade cultural 
e desigualdades, exigem respostas específicas.

Propomos abordagem ética para a OC, articulando princípios e práticas para 
relação justa e inclusiva entre sistemas algorítmicos e mediadores humanos. Essa 
abordagem reconhece que a mediação algorítmica não substitui a humana, mas 
opera em sinergia com práticas participativas, auditáveis e comprometidas com 
valores democráticos.

Os desafios futuros incluem desenvolver metodologias robustas para avaliar 
impactos da IAG na OC, operacionalizar princípios éticos em práticas concretas e 
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fortalecer capacidades institucionais e profissionais. Destacam-se: (1) abordagens 
híbridas; (2) promoção de práticas participativas; (3) mecanismos de transparência 
e auditabilidade; (4) compromisso com o pluralismo epistêmico; e (5) adoção de 
justiça cognitiva.

Em última análise, a mediação informacional no século XXI é fundamentalmente 
ética e política. As escolhas sobre como organizar o conhecimento têm implicações 
profundas para quem pode conhecê-lo, influenciando a distribuição do poder epis‑
têmico e a participação democrática.

Esta pesquisa não oferece respostas definitivas, mas contribui para diálogo con‑
tínuo sobre práticas de OC eficientes, éticas e inclusivas, envolvendo especialistas, 
profissionais da informação, formuladores de políticas e comunidades.

Concluímos reafirmando que a mediação algorítmica não deve substituir a 
humana, mas funcionar em sinergia com práticas participativas, auditáveis e etica‑
mente comprometidas com valores democráticos. Propomos abordagem ética da 
OC, orientada por legislações contextuais que reconheçam o potencial da IA sem 
negligenciar seus riscos, valorizando o debate público sobre as decisões classificató‑
rias que moldam o que pode ser conhecido.
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