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Resumo: Este estudo demonstra como a inteligéncia artificial (IA) é utilizada na prote¢do ambiental
pelo Programa Copernicus da Uniédo Europeia (UE). Principalmente no monitoramento e mitigagéo de
desmatamento, polui¢do e mudancas climdticas. A metodologia é qualitativa (pesquisa bibliogrdfica,
documental e estudos de caso). Os resultados foram: a) o uso da IA a protecdo ambiental é uma expe-
riéncia positiva na UE; ao b) engajar governos e empresas nessa tarefa; entretanto c) tem altos custos
financeiros devido a UE néo desenvolver tecnologia; e d) enfrenta resisténcias sobre o uso ético dessas
ferramentas. As conclusées indicam que se fazem necessdrios investimentos publicos no desenvolvi-
mento de IA open sourcing otimizadas ao contexto europeu e ao aprofundamento sobre as consequén-
cias éticas do uso delas. Assim, a UE estaria preparada para liderar a producéo e o uso de IA a protecGo
ambiental e influenciar outros paises a apoiarem diretrizes e regulamentacdes globais na drea da
sustentabilidade.
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Abstract: This study demonstrates how artificial intelligence (Al) is used in environmental protection by
the Copernicus Program of the European Union (EU). Mainly in monitoring and mitigating deforestation,
pollution and climate change. The methodology is qualitative (bibliographical, documentary and case
study research). The results were: a) the use of Al for environmental protection is a positive experience in
the EU; b) it engages governments and companies in this task; however c) it has high financial costs due
to the EU not developing the technology; and d) it faces resistance over the ethical use of these tools. The
conclusions indicate that there is a need for public investment in the development of open sourcing Al
optimized for the European context and for more in-depth analysis of the ethical consequences of its use.
In this way, the EU would be prepared to lead the production and use of Al for environmental protection
and influence other countries to support global guidelines and regulations in the area of sustainability.
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INTRODUCAO

A inteligéncia artificial (IA) faz parte do cotidiano humano e ja impactou diversos
setores da sociedade, com potencial para gerar solugdes inovadoras para problemas
complexos, tais como a protecio ambiental.

O setor privado norte-americano vem investindo alto no desenvolvimento e
aprimoramento da IA generativa e seus algoritmos. O investimento global projetado
até 2030 é de US$ 15 trilhdes. A IA se tornard pega central na estratégia de inovagao
e crescimento das corporagdes em busca de vantagem competitiva (Bostrom 2014).

A TA consolidou-se como uma das tecnologias mais transformadoras do século
XXI, figurando no centro dos debates sobre inovagao, desenvolvimento econdmico,
regulacdo ética e, mais recentemente, sustentabilidade ambiental. Embora populari-
zada nas ultimas décadas, a concepgdo de inteligéncia artificial remonta ao esforgo
milenar de compreender e reproduzir a logica do pensamento humano por meio de
instrumentos formais. Desde as figuras mitologicas gregas de automatos até os pri-
meiros dispositivos computacionais do século XX, a busca por uma «mente artificial»
atravessa culturas e periodos historicos.

O nascimento da IA moderna ocorreu de forma mais concreta no periodo
pos-Segunda Guerra Mundial, impulsionado pelo avango da logica simbdlica, pela
computagdo de Von Neumann e pela cibernética. Alan Turing, com sua «maquina
universal», estabeleceu os fundamentos tedricos que permitiriam imaginar a possi-
bilidade de que méquinas pudessem «pensar». A partir dos anos 1950, com a confe-
réncia de Dartmouth (1956), o campo se institucionalizou como disciplina cientifica,
com o desenvolvimento de programas capazes de realizar tarefas 1dgicas, resolver
problemas matematicos e até jogar xadrez. Autores como McCarthy, Minsky e Newell
tornaram-se pioneiros na formula¢ao de linguagens especificas de programacdo para
IA e na construgdo de sistemas baseados em regras.

Contudo, os primeiros entusiasmos deram lugar a frustragdo nas décadas
seguintes, com a ocorréncia dos chamados «invernos da IA» — periodos marcados
pela escassez de financiamento e desaceleragdo das pesquisas devido as limitagoes
computacionais e a dificuldade de generalizagdo dos modelos (Haenlein e Kaplan
2019; Luger e Stubblefield 1998). Foi apenas no inicio do século XXI que a IA ganhou
novo folego, gracas a emergéncia de big data, ao aumento da capacidade de processa-
mento e ao desenvolvimento de técnicas de aprendizagem profunda (deep learning),
que passaram a permitir o reconhecimento de padrdes complexos e a tomada de
decisoes com base em grandes volumes de dados.

Essa evolugao técnica coincidiu com uma transformagio epistemologica: a IA
deixou de ser apenas um campo voltado a simula¢ao da cognicao humana para tor-
nar-se um agente estruturante de decisoes sociais e politicas. O uso de algoritmos
em setores criticos — como saude, seguranca publica, educacio, justica, organizagao
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da informagdo e meio ambiente — conferiu a IA um novo papel: o de infraestrutura
invisivel do funcionamento social.

Nesse cendrio, torna-se imprescindivel refletir ndo apenas sobre sua eficicia
técnica, mas também sobre suas implicagdes éticas, epistemoldgicas e geopoliticas.
Como argumenta Floridi (2019), vivemos hoje uma «informacionaliza¢gdo» do mundo,
na qual dados, modelos e inferéncias automatizadas moldam néo apenas a realidade
percebida, mas também as possibilidades de acdo e de regulagao sobre ela.

Paralelamente ao avango do setor privado — sobretudo norte-americano —
na corrida pelo dominio da IA comercial e militar, a esfera publica passou a adotar
de maneira mais timida, porém estratégica, solugdes algoritmicas em politicas de
interesse coletivo. Essa assimetria gerou um novo tipo de dependéncia tecnoldgica:
Estados e institui¢des publicas passaram a recorrer a ferramentas desenvolvidas por
empresas privadas, muitas vezes opacas e proprietarias, para resolver problemas
sociais complexos. Diante disso, surgem iniciativas que buscam reverter esse quadro,
apostando na soberania digital, na transparéncia de dados e na ciéncia aberta como
fundamentos de uma IA publica.

Entre essas iniciativas, destaca-se o Programa Copernicus da Unido Europeia
(UE). Lang¢ado oficialmente em 2014, o Copernicus é um programa de observagao
da Terra baseado em dados abertos e geoinformagdo, com o objetivo de monitorar
e organizar informagoes sobre o planeta em tempo real. A iniciativa integra imagens
de satélites da série Sentinel, dados climaticos e modelos preditivos para fornecer
informagdes atualizadas sobre desmatamento, qualidade do ar, nivel dos oceanos,
temperatura da superficie terrestre, entre outros indicadores ambientais relevantes
(Muehlenbachs, Tappata e Tzanetis 2021; NASA 2023). Através da articulagdo entre
satélites, sensores terrestres, algoritmos de IA e plataformas publicas de analise,
o Copernicus constitui uma sofisticada infraestrutura de dados ambientais com
abrangéncia continental e impacto global.

A integragao da inteligéncia artificial ao Copernicus ocorre, sobretudo, por meio
da utilizagdo de técnicas de aprendizado de maquina para classificar areas de risco,
prever eventos extremos e otimizar a gestao de recursos naturais. Essa articulagdo entre
sensoriamento remoto e IA, frequentemente chamada de Geospatial Al, permite que
governos, cientistas e até cidaddos acessem e utilizem informagdes ambientais para
tomada de decisdo, planejamento urbano e agdes de mitigagao (Planet Labs [s.d.]; Google
Earth Engine [s.d.]). A proposta europeia, nesse contexto, diferencia-se dos modelos
centralizados e pouco transparentes, como o chinés, e dos modelos dependentes do setor
privado, como o norte-americano. Ela se ancora em valores como a interoperabilidade de
dados, a colaboracéo internacional e o compromisso com a sustentabilidade ambiental.

Essa escolha técnica e politica evidencia o papel da Unido Europeia como pos-
sivel lider de uma governanga global da IA voltada a protegdo ambiental. Através
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do Copernicus, a UE nao apenas monitora sua biodiversidade e dreas de risco, mas
também estabelece parametros éticos, juridicos e técnicos que podem influenciar
legislagdes internacionais e pactos multilaterais. No entanto, essa lideranca enfrenta
desafios significativos: o alto custo da dependéncia tecnoldgica em hardware e
software de fora do bloco, a resisténcia ética de organizagdes do terceiro setor quanto
a vigilancia algoritmica e o conflito geopolitico com narrativas negacionistas e auto-
craticas que ameagam acordos ambientais internacionais (Savin 2020; Mittelstadt
et al. 2016).

Propomos neste trabalho analisar de forma critica a experiéncia da UE no uso
de IA para fins ambientais a partir do estudo do Programa Copernicus, identificando
suas potencialidades, limitagoes e implicagdes éticas. Partimos da hipdtese de que
esse modelo representa nao apenas uma alternativa tecnoldgica, mas também uma
visdo de mundo em que a IA pode ser orientada pelo interesse publico, pela ciéncia
aberta e pela regulacdo democratica.

Para tanto, realizaremos uma abordagem qualitativa, combinando revisao biblio-
grafica, estudos de caso e andlise documental, visando compreender como a IA, ao
ser apropriada pelo setor publico no bojo da UE, pode se tornar uma ferramenta
estratégica de sustentabilidade, soberania digital e organiza¢ao da informagdo na
perspectiva da ciéncia aberta. Paralelamente, ainda na perspectiva metodoldgica,
analisaremos também os impactos dessas iniciativas em regulamentagoes e diretrizes
globais ambientais a luz da Filosofia da Informagao.

O trabalho esta organizado da seguinte maneira: na se¢do 1, apresentamos a
metodologia utilizada. Na segunda secdo, tratamos dos fundamentos teéricos da
Filosofia da Informac¢ao que subsidiarao o estudo. Na terceira segdo, relatamos a
experiéncia da UE no uso da IA a protecdo ambiental e a potencialidade para sua
irradiagdo para o mundo e, especificamente na perspectiva de paises em desenvol-
vimento, tais como o Brasil. Por fim, realizamos nossas conclusoes.

1. PROCEDIMENTOS METODOLOGICOS

Esta pesquisa possui uma natureza exploratéria com abordagem qualitativa e apli-
cagdo pratica. Segundo Gil (2008), utiliza-a em estudos de campo, estudos de caso,
pesquisa-agao ou pesquisa participante. Porque essa abordagem permite destacar
caracteristicas e elementos da realidade ndo observaveis apenas pelos estudos quan-
titativos. A estratégia metodoldgica consiste em uma pesquisa bibliografica e docu-
mental, complementada por analise de estudos de caso.

A pesquisa bibliografica foi realizada no IEEE Xplore e Google Scholar, onde
priorizamos artigos cientificos, revisdes sistematicas e estudos técnicos relaciona-
dos a aplicagdo de IA na protecao ambiental e suas implicagdes éticas e politicas.
Enquanto a pesquisa documental focou relatérios, documentos oficiais, publicagdes
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de organizagdes ndo governamentais, governamentais e empresariais, assim como
normativas e tratados internacionais relacionados ao tema.

A anilise dos estudos de caso esta focada em experiéncias em andamento na
UE, tais como Sistema de Monitoramento de Emissoes e Polui¢do; Plataforma de
Dados Ambientais; Inteligéncia Artificial e Gestao de Recursos Hidricos; Analise de
Dados para Politica Ambiental; e Sistema de Alerta e Intervengao. Nessas experiéncias
procuramos avaliar o padrao da organizagdo de informagao no ambito do Programa
Copernicus da UE em uma perspectiva de tecnologias de informagdo e comunicagao
com uso de IA open sourcing para uso publico ndo proprietério.

Em seguida, avaliamos como a transferéncia de tecnologia de inteligéncia arti-
ficial na forma de acordos de cooperagdo técnica internacional entre Unido Euro-
peia e Brasil vem sendo realizada a luz das implicagdes éticas tratadas em estudos
de Filosofia da Informagao.

2. 0 USO DA TA NO PROGRAMA COPERNICUS E SUA
INTERNACIONALIZACAO

O programa Copernicus da UE utiliza dados de satélites combinados com algoritmos
de TA para monitorar emissdes e padroes de polui¢do atmosférica em tempo real
(Copernicus 2024). Essas informagoes tém sido organizadas para serem utilizadas
no ajuste de politicas ambientais e responder rapidamente a crises locais e regionais,
demonstrando como a IA pode subsidiar decisoes politicas com maior precisdo téc-
nica (UNFCCC 2021).

A UE tem adotado a IA como uma ferramenta estratégica para fortalecer suas
politicas de sustentabilidade e garantir o cumprimento das regulamentagdes ambien-
tais. A integracdo da IA em suas politicas é evidenciada por varios projetos e inicia-
tivas para monitorar e gerenciar questdes ambientais eficazmente. Como exemplos
podemos citar:

« Sistema de Monitoramento de Emissoes e Polui¢ao: é um conjunto de siste-
mas avan¢ados de monitoramento baseados em IA para rastrear as emissoes
de poluentes e a qualidade do ar em tempo real. A IA ¢ usada para processar
grandes volumes de dados e fornecer informagdes detalhadas sobre as fontes
de poluicéo e seus impactos (European Commission 2024). Isso permite que
as autoridades europeias respondam rapidamente a eventos de polui¢io e
ajustem as politicas de controle conforme as necessidades locais e regionais.

« Plataforma de Dados Ambientais: essa plataforma utiliza IA para organizar,
consolidar e analisar dados ambientais provenientes de diferentes fontes,
incluindo sensores, satélites e relatorios de monitoramento (European Envi-
ronment Agency 2024). Ela fornece uma visdo integrada da situagdo ambiental
na Europa e facilita a identificacao de dreas que estao em desacordo com as

319



DESAFIOS ETICOS NA ORGANIZACAO DO CONHECIMENTO

regulamentagdes ambientais. A IA ajuda a identificar padrdes e anomalias
que podem indicar problemas de conformidade ou areas que necessitam de
intervengdo urgente.

« Inteligéncia Artificial e Gestao de Recursos Hidricos: a UE tem implemen-
tado tecnologias de IA para monitorar a qualidade da agua e gerenciar a
distribui¢do de recursos hidricos. Projetos como o Horizon 2020 Water-IF
utilizam IA para analisar dados de sensores em tempo real e prever possiveis
crises relacionadas a agua, como secas e polui¢do (Horizon 2020), permitindo
uma gestao mais eficiente dos recursos e uma resposta rapida a problemas
emergentes.

+ Andlise de Dados para Politica Ambiental: pesquisadores europeus estao
utilizando tecnologias avangadas de IA para monitorar e proteger habitats e
espécies ameacadas. Essas ferramentas auxiliam no rastreamento de mudancas
em ecossistemas e fornecem dados valiosos para apoiar politicas de conser-
vagdo (Horizon Magazine — European Commission 2025).

Como podemos observar, a utilizagao de IA pela UE para o monitoramento e a
aplicagdo das regulamentagdes ambientais demonstra o potencial da tecnologia para
melhorar a governanga ambiental e promover a cooperagdo internacional em uma
perspectiva aberta, sem viés proprietario.

Nesse sentido, o uso da IA pela UE na temdtica ambiental vem sendo supor-
tado por uma constelagdo de satélites proprios e colaboracdo de redes de satélites
comerciais e publicos. No bojo do Programa Copernicus, desde o lancamento do
Sentinel-1A, em 2014, a UE vem colocando satélites em Orbita. A perspectiva é ter
20 satélites em operacio até 2030. Essa infraestrutura tem altos custos que a maioria
dos paises ndo possui condi¢des de suportar (Copernicus 2024).

Em outras palavras, a adogao de IA em politicas ambientais, ainda que promis-
sora, enfrenta uma série de desafios significativos em paises em desenvolvimento,
que frequentemente estdo ligados a questdes de acesso, implementagao e capacidade
técnica. Esses desafios podem criar disparidades consideraveis na forma como dife-
rentes paises alcancam metas ambientais globais. Inclusive, ao Brasil.

Os paises em desenvolvimento frequentemente enfrentam dificuldades em acessar
tecnologias avancadas de IA devido as limitagdes econdmicas e falta de infraestrutura.
O alto custo dos equipamentos e softwares necessarios pode ser proibitivo, e muitas
das tecnologias mais avangadas sao desenvolvidas e mantidas por empresas privadas
de paises desenvolvidos (ISRO 2019).

Além disso, mesmo quando as tecnologias estdo disponiveis, a falta de infraes-
trutura adequada e capacitagdo técnica humana pode limitar a implementagao efi-
caz. No Brasil, por exemplo, a escassez de especialistas em tecnologia e a falta de
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treinamento adequado tém impedido uma ado¢do mais ampla e eficaz de IA em
politicas ambientais (Cesar, Almeida e Silva 2021).

Essas barreiras no acesso e na implementagdo de IA podem afetar negativamente
o cumprimento das metas ambientais globais. Paises em desenvolvimento que lutam
para adotar e implementar tecnologias de IA podem enfrentar dificuldades em moni-
torar e reduzir suas emissdes de gases de efeito estufa e em gerenciar seus recursos
naturais de maneira sustentavel. A falta de dados precisos e a capacidade limitada
para responder a crises ambientais podem resultar em um progresso mais lento em
relagdo as metas globais, exacerbando as desigualdades e comprometendo os esforgos
internacionais para enfrentar desafios ambientais (UNFCCC 2021).

Portanto, podemos afirmar que a implementacgdo de IA em paises em desen-
volvimento enfrenta barreiras significativas relacionadas a custos, infraestrutura
e capacitacdo humana, o que pode criar disparidades no cumprimento das metas
ambientais globais. Isso evidencia a necessidade de apoio internacional e iniciativas
colaborativas para garantir uma adogdo mais equitativa e eficaz das tecnologias de IA.

Neste contexto, o Programa Copernicus nao apenas consolida uma estratégia
de uso da inteligéncia artificial voltada a prote¢ao ambiental na UE em perspectiva
publica, com tecnologia open sourcing, bem como pode ser compreendido como um
embrido para a universalizagdo da IA ambiental, especialmente para paises em desen-
volvimento como o Brasil. A abrangéncia e sofistica¢do tecnologica do Copernicus,
aliadas a abertura de seus dados e a sua articulagdo com principios éticos, oferecem
um modelo replicavel em outros contextos, desde que acompanhado de cooperacio
técnica, financiamento internacional e suporte regulatdrio.

E nesse ponto que ganham destaque os estudos oriundos da Filosofia da Infor-
magdo, em especial aqueles conduzidos por pensadores como Luciano Floridi. Essa
corrente filosofica analisa o impacto da informacdo enquanto categoria ontoldgica,
ética e politica, e propoe que sociedades informacionais devem desenvolver infraes-
truturas éticas de decisdo e controle sobre os sistemas baseados em IA (Floridi 2019).
A TA, nesse sentido, ndo é apenas uma ferramenta técnica, mas também uma tecnolo-
gia que redistribui poder, redefine relagdes institucionais e exige marcos normativos
centrados na dignidade, autonomia e justica social.

Ao aplicar essa logica ao uso da IA ambiental, o que esta em jogo é mais do
que a eficiéncia da modelagem preditiva: trata-se de garantir que as decisoes auto-
matizadas respeitem direitos humanos, nao agravem desigualdades socioambien-
tais e estejam ancoradas em processos transparentes, auditaveis e participativos.
A ética da informagdo, nesse caso, pode ser o fundamento para a construgdo de
um consenso internacional que transcenda fronteiras nacionais e legitime a atua-
¢do de instancias supranacionais na defini¢ao de diretrizes e praticas sustentaveis
para o uso da IA.
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Dentro desse panorama, a UE tem se destacado como um dos poucos blocos
econdmicos que busca avangar ndo apenas em solugdes técnicas, mas também em
regulagdo responsavel da IA. Iniciativas como a Regulamentagdo Geral sobre a Pro-
tegdo de Dados (GDPR) e o Regulamento Europeu sobre Inteligéncia Artificial (Al
Act) sdo exemplos de como ¢é possivel equilibrar inova¢ao com protegiao de direitos
fundamentais e com o interesse publico.

O GDPR ja estabeleceu pardmetros mundiais para o tratamento de dados pes-
soais, ao exigir consentimento, direito ao esquecimento e transparéncia na coleta, na
organizagio e no uso de informagdes. Ja o AI Act inaugurou uma tipologia de ris-
cos para sistemas de IA, exigindo que tecnologias aplicadas a areas sensiveis (saude,
seguranca e meio ambiente) sejam sujeitas a auditorias éticas, avaliagdes de impacto
social e mecanismos de explicabilidade algoritmica (European Commission 2021).
Ambos os regulamentos sinalizam um compromisso ético com a governancga da IA
e criam um ambiente regulatério robusto para evitar abusos e promover o uso equi-
tativo dessas tecnologias.

Contudo, a aplicagdo concreta desses marcos regulatorios em paises em desen-
volvimento ainda enfrenta desafios consideraveis. Estruturas juridicas frageis, falta
de interoperabilidade regulatdria, auséncia de especialistas em governanca algorit-
mica e limita¢ao de recursos institucionais dificultam a transposi¢ao desses modelos
para outras realidades. Por exemplo, no Brasil, apesar de haver iniciativas relevan-
tes em monitoramento ambiental via satélites (como o DETER-B e o MapBiomas),
a integra¢ao com sistemas baseados em IA ainda ¢é incipiente e depende de parcerias
internacionais e do acesso a tecnologias abertas.

Nesse cenario, cabe a UE exercer um papel ativo na diplomacia tecnoldgica e
ambiental, promovendo parcerias colaborativas. Isso inclui ndo apenas compartilha-
mento de dados e transferéncia de conhecimento técnico, mas também formacao
de capacidades locais, desenvolvimento de infraestrutura digital e financiamento de
projetos-piloto que testem o uso responsavel da IA ambiental em contextos tropicais
e de alta vulnerabilidade climatica.

Além disso, os principios normativos do Al Act e do GDPR podem servir de
referéncia a criagdo de legislacdes nacionais, desde que adaptadas as realidades cul-
turais, politicas e socioecondmicas locais. A promogao de estruturas de governanga
da IA que envolvam sociedade civil, universidades, setor publico e comunidades afe-
tadas é fundamental para evitar a reproducao de desigualdades e garantir a inclusao
epistémica no debate sobre sustentabilidade algoritmica (Ganascia 2010; Mittelstadt
et al. 2016).

Dessa maneira, o Programa Copernicus pode ser visto ndo apenas como um
projeto europeu, mas também como um modelo normativo e tecnoldgico de coopera-
¢do internacional multilateral. Ele exemplifica como a IA pode ser aplicada de forma
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responsavel, aberta e colaborativa a protecio ambiental, e como politicas de dados
e ética informacional sdo cruciais para assegurar que os beneficios dessa tecnologia
ndo se concentrem apenas nos paises mais desenvolvidos. Ao favorecer aliangas com
paises como o Brasil, a UE pode contribuir significativamente para reduzir as dispa-
ridades globais no acesso a IA, promover uma ecologia informacional mais justa e
sustentar os pilares de uma governanga ambiental algoritmica global.

Tabela 1. Comparacao entre os modelos de uso da IA para protecdo ambiental na UE e no Brasil

Dimenséao Uniao Europeia Brasil
Constelacdo de satélites proprios Dependéncia de satélites estrangeiros
Infraestrutura . . .
L. (Sentinel), sensores terrestres e plataformas e projetos colaborativos (ex: DETER-B e
tecnolégica . . :
interoperaveis com IA embarcada MapBiomas)
. Alto poder de processamento em nuvem Infraestrutura limitada, com acesso desigual
Capacidade

computacional

e integragdo com sistemas de modelagem
preditiva avancados

entre institui¢oes federais, estaduais e
privadas

Governanca
algoritmica

Regulada por diretrizes robustas (Al Act e
GDPR), com foco em ética, explicabilidade e
mitigagao de riscos

Auséncia de um marco legal especifico para
IA; projetos isolados e pouco coordenados
institucionalmente

Abertura e acesso
a dados

Dados geoespaciais abertos, padronizados
e atualizados continuamente (Open
Copernicus Data)

Avangos em iniciativas abertas como
MapBiomas, mas ainda fragmentagao no
acesso e padrdes diversos

Integracdo com
politicas publicas

Totalmente articulado a pactos ambientais
e marcos regulatérios regionais (Green Deal,
Climate Law, etc.)

Uso localizado em programas de
monitoramento (ex: Ibama/INPE), com baixa
articulacdo com marcos regulatérios

Capacitacao

Programas europeus de formacgao
continuada, parcerias interinstitucionais e

Caréncia de especialistas em IA aplicada
ao meio ambiente; escassez de formagao

técnica local ) L ) _— . .
incentivo a pesquisa aberta técnica regionalizada
Autonomia Desenvolvimento e financiamento de Dependéncia de software estrangeiro
. solugdes préprias com investimento estatal | e financiamento internacional; baixa
tecnolégica

em soberania digital

autonomia em desenvolvimento

Etica e Filosofia
da Informacgao

Insercao explicita de principios éticos e
filosoficos nas diretrizes

Debate ainda incipiente no campo da
Filosofia da Informacéo aplicada ao uso
ambiental da IA

Relagdes
internacionais

Proativo em diplomacia digital e ambiental,
promovendo cooperagdo com paises
parceiros (ex: Africa, América Latina)

Participa de acordos multilaterais, mas com
limitages operacionais e dependéncia
técnico-financeira

Principais
desafios

Alto custo de manutencdo da infraestrutura
e resisténcia de grupos céticos sobre
vigilancia algoritmica

Fragilidade institucional, falta de regulagao
propria e lacunas de financiamento e
continuidade

Fonte: Elaborado pelos autores

Esta tabela apresenta uma comparacgdo entre os modelos europeu e brasileiro

quanto a aplicagdo da inteligéncia artificial em politicas de protecdo ambiental.

323



DESAFIOS ETICOS NA ORGANIZACAO DO CONHECIMENTO

A UE, por meio do Programa Copernicus, demonstra um alto grau de estruturagao
tecnologica e normativa, com destaque para a integracdo entre dados abertos, algo-
ritmos auditaveis e regulagdo ética (como o Al Act e 0 GDPR). O modelo brasileiro,
embora apresente avangos em projetos de sensoriamento remoto como o DETER-B
e MapBiomas, ainda enfrenta limita¢des institucionais, técnicas e juridicas, além de
dependéncia tecnoldgica externa. A comparagio evidencia a importéncia da coope-
racdo internacional e da transferéncia de conhecimento para superar as disparidades
no uso da IA ambiental, especialmente em paises em desenvolvimento.

3. RESULTADOS

Os resultados obtidos a partir da analise bibliografica e documental evidenciam que
o uso da IA na UE, no contexto do Programa Copernicus, conﬁgura—se como uma
das experiéncias mais estruturadas e promissoras no campo da protecdo ambiental
assistida por tecnologias digitais. A pesquisa demonstra que, ao integrar algoritmos
sofisticados a uma robusta infraestrutura de observagao terrestre por satélite, o Coper-
nicus tem alcancado avangos expressivos no monitoramento em tempo real e na
mitigacao de fendmenos ambientais complexos, como o desmatamento, a degradagao
da qualidade do ar, as alteragoes climaticas e o gerenciamento de recursos hidricos.

A contribui¢do da IA no 4mbito do Copernicus manifesta-se em trés dimen-
soes interligadas. Primeiro, no refinamento da capacidade analitica e preditiva das
politicas publicas ambientais. Os algoritmos utilizados pelo sistema, alimentados por
fluxos continuos de dados multiespectrais e multitemporais oriundos de satélites da
série Sentinel, permitem andlises de alta resolucdo e previsdo de cendrios criticos
com significativa antecipagao. Essa dindmica possibilita intervengdes mais tempesti-
vas, baseadas em evidéncias técnico-cientificas, aumentando a eficacia das respostas
governamentais a desastres e emergéncias ambientais.

Segundo, os dados analisados revelam que o Programa Copernicus tem exercido
um papel relevante no engajamento de diferentes atores institucionais, especialmente
6rgaos estatais e empresas privadas, promovendo uma articulagdo intersetorial em
torno da sustentabilidade. Tal constatagdo é sustentada pelo desenvolvimento de
ferramentas como sistemas de alerta precoce, painéis de visualiza¢ao integrados e
plataformas de apoio a decisao, que vém sendo incorporados a politicas ambientais
em nivel local, nacional e regional. Essa cooperagdo técnico-institucional fortalece
a governanga ambiental, uma vez que os tomadores de decisdo passam a dispor de
informagdes mais precisas, acessiveis e contextualizadas.

Terceiro, observamos que a inteligéncia artificial tem sido instrumentalizada na
consolida¢do da governanga ambiental multiescalar e intergovernamental. A aplica-
¢do das tecnologias do Copernicus vai além da UE, exercendo influéncia em féruns
internacionais, pactos multilaterais e projetos de cooperagdo técnica com paises de
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diferentes niveis de desenvolvimento. Assim, a IA é incorporada nio apenas como
um recurso computacional, mas também como um vetor de diplomacia ambiental
e soft power regulatério, permitindo a UE posicionar-se como referéncia normativa,
juridica e tecnoldgica no enfrentamento das mudangas climaticas.

Contudo, apesar dos avan¢os alcangados, a analise critica do material revela
dois obstdculos estruturais relevantes a consolidagdo plena do modelo. O primeiro
diz respeito aos altos custos financeiros e operacionais decorrentes da manutencao
de uma infraestrutura tecnoldgica avangada. A constelagdo de satélites Sentinel,
a manutenc¢ao de bases de dados massivas, a contratagdo de servigos computacionais
em nuvem e o desenvolvimento de algoritmos proprios exigem continuos e elevados
investimentos. Soma-se a isso a dependéncia tecnolégica da UE em relagdo a forne-
cedores privados internacionais, especialmente no que tange ao desenvolvimento de
chips, sensores e arquiteturas de inteligéncia artificial. Isso compromete, em parte, os
objetivos de soberania digital defendidos pelo bloco.

O segundo obstaculo esta associado as preocupagdes éticas e politicas levantadas
por organiza¢des da sociedade civil e pesquisadores da Filosofia da Informagao. Ques-
toes como a transparéncia das decisoes algoritmicas, os riscos de vigilancia ambiental
sobre populagdes vulneraveis e a possibilidade de reproducao de desigualdades his-
tdricas por meio de classificacdes automatizadas tém sido apontadas como dilemas
urgentes. A centralizacdo do controle organizacional sobre fluxos informacionais
e a possivel opacidade dos sistemas inteligentes implicam o risco de se reforgarem
assimetrias de poder sob o discurso da neutralidade tecnolédgica. Essa constatagao
reforca a necessidade de ampliagdo do debate ptblico e do fortalecimento de meca-
nismos de auditoria, supervisao ética e participagdo social no desenvolvimento de
sistemas de IA para fins ambientais.

Ao ampliar a analise para além da realidade europeia, a comparagao com o con-
texto brasileiro traz contribui¢des significativas. A replicagdo integral de iniciativas
como o Copernicus encontra limitagdes importantes nos paises em desenvolvimento,
entre elas a auséncia de infraestrutura tecnoldgica adequada, a caréncia de profissio-
nais especializados em [A e sensoriamento remoto, a fragmentac;éo institucional e a
escassez de politicas publicas com foco em governanga algoritmica. No caso especi-
fico do Brasil, embora existam iniciativas relevantes, como o DETER-B (INPE) e o
MapBiomas, ambas com forte potencial técnico e impacto ambiental positivo, ainda
ndo se observa a integracao plena dessas ferramentas com solugoes baseadas em IA
nem com marcos regulatorios robustos e interinstitucionais como os europeus.

A pesquisa demonstra que barreiras socioecondmicas, politicas e institucionais
dificultam o acesso equitativo as tecnologias de IA nos paises periféricos, comprome-
tendo a capacidade desses Estados de alcangar as metas ambientais globais estabelecidas
por tratados internacionais, como o Acordo de Paris. A falta de interoperabilidade
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entre dados, a baixa cultura de dados em 6rgaos publicos e a dependéncia de pla-
taformas estrangeiras geram fragilidade técnica e perda de autonomia estratégica.

Ainda assim, os achados apontam que o modelo europeu, baseado em infraes-
trutura publica, dados abertos e normatizagdo ética, pode servir como referéncia
adaptativa para paises em desenvolvimento, desde que articulado a politicas de
cooperagdo internacional, transferéncia de tecnologia, financiamento multilateral e
formacdo de capacidades locais. A experiéncia do Copernicus, quando compreen-
dida como uma politica publica orientada por principios da Filosofia da Informa-
¢do — como transparéncia, equidade e justica —, pode contribuir ndo apenas para
a redugao das desigualdades tecnoldgicas globais, mas também para a consolidagao
de uma ecologia informacional mais inclusiva e sustentavel.

CONCLUSOES

A andlise conduzida ao longo deste estudo permitiu demonstrar que a aplicagdo da
IA no ambito do Programa Copernicus da UE configura-se como uma experiéncia
paradigmatica de uso tecnoldgico voltado a protegao ambiental em larga escala. Por
meio de uma abordagem qualitativa baseada em revisdo bibliografica e documental,
foi possivel sistematizar um conjunto de evidéncias que apontam para o elevado grau
de sofisticagdo técnica, governanga institucional e densidade normativa europeu.

Em primeiro lugar, concluimos que a inteligéncia artificial tem sido mobilizada
como um instrumento estratégico para o aprimoramento da governanc¢a ambiental,
tanto em nivel local quanto regional e global. A articulagdo entre algoritmos de
aprendizado de maquina, plataformas de dados abertos, sensoriamento remoto e
modelagem preditiva permitiu a Unido Europeia desenvolver uma infraestrutura
informacional robusta e interoperavel, capaz de subsidiar a formulagdo de politicas
publicas mais responsivas, baseadas em evidéncias e sensiveis as dindmicas ambien-
tais em tempo real.

Esse avango tecnoldgico, no entanto, ndo se restringe a aspectos técnicos ou
operacionais. O Programa Copernicus também representa um modelo normativo,
ético e institucional de como a IA pode ser orientada por valores publicos, regulada
por marcos juridicos robustos (como o GDPR e o Al Act) e ancorada em uma pers-
pectiva informacional comprometida com a justica, a transparéncia e a equidade.
Trata-se de uma abordagem que reconhece o papel da IA como vetor de poder e, por
isso, exige mecanismos de controle social, accountability e deliberagio democratica.

Em segundo lugar, identificamos que, apesar da sua eficacia, a experiéncia euro-
peia enfrenta desafios estruturais importantes. O primeiro deles refere-se a depen-
déncia tecnoldgica externa em componentes-chave da cadeia de valor da IA, o que
compromete a soberania digital e impde custos financeiros elevados a manutengao
da infraestrutura. O segundo, de natureza ética e politica, diz respeito a resisténcia
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de setores do terceiro setor quanto a opacidade de certos sistemas, a possibilidade
de uso indevido de dados e a reprodugdo de desigualdades por mecanismos auto-
matizados de tomada de decisdo.

Diante desses desafios, torna-se evidente a necessidade de aprofundamento
da discussdo filosdfica sobre a aplicagdo da IA no campo ambiental. A Filosofia da
Informagao, tal como delineada por autores como Floridi (2019), oferece uma base
conceitual sélida para compreender a IA como infraestrutura moral e politica, e ndo
apenas técnica. Essa abordagem permite refletir criticamente sobre os impactos dis-
tributivos dos sistemas inteligentes, bem como sobre a necessidade de se instituir um
modelo de governanga algoritmica orientado por principios de justica informacional,
inclusao epistémica e sustentabilidade social.

Por fim, a analise comparativa com o caso brasileiro revelou que a transferéncia
de modelos como o Copernicus para contextos de paises em desenvolvimento requer
um conjunto de condigdes institucionais, técnicas e financeiras ainda em consolida-
¢do. Embora existam iniciativas nacionais relevantes — como o DETER-B e o Map-
Biomas —, elas operam com autonomia limitada, integragdo incompleta com a IA e
baixo suporte legal em termos de regulacdo especifica. A caréncia de infraestrutura
tecnoldgica, a falta de formacao especializada e a fragmentagao institucional consti-
tuem barreiras relevantes a replicacdo dos beneficios da IA em politicas ambientais.

Em sintese, concluimos que, para IA contribuir efetivamente a mitigacao das
crises ambientais globais de forma justa e equitativa, sio necessarios investimentos
publicos estratégicos em pesquisa e desenvolvimento de tecnologias de cddigo aberto,
adaptadas aos contextos regionais, bem como iniciativas internacionais de cooperagao
técnica e transferéncia de conhecimento. A UE, por meio do Copernicus, encontra-se
em posicao privilegiada para liderar esse movimento, desde que seus esfor¢os estejam
voltados ndo apenas a inovagdo técnica, mas também a construgao de consensos éticos,
politicos e informacionais globais, voltados a sustentabilidade, a justica ambiental e
a regulacao democratica das tecnologias de IA open sourcing emergentes.
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