
III. Inteligência Ética em vez de Ética da IA

Chego, assim, à terceira parte – mais breve do que as anteriores, por-
que terei ocasião de desenvolver estas ideias na minha Gulbenkian Lec-
ture de 29 de outubro. 

Uma tese importante que abordei hoje sob o título de “tese de Chur-
ch-Turing” pode também ser resumida da seguinte forma: os limites da 
inteligência artificial são, neste momento, os limites da lógica formal 
clássica moderna. A lógica – de Boole e Frege – que subjaz à IA atual 
diz-nos que, em qualquer conjunto de dados digitalmente registável, os 
sistemas de IA conseguem identificar padrões melhor do que qualquer ser 
humano isolado. Quanto mais extensos forem os dados e quanto mais 
potente o hardware, mais a IA descobre padrões que a humanidade intei-
ra, no seu conjunto, jamais encontraria. Segue-se que a IA é o mais pode-
roso instrumento epistémico que alguma vez desenvolvemos – e tornar-
-se-á, com avanços como a computação quântica e até wetware biológico, 
inimaginavelmente mais poderosa num futuro próximo. 

Daqui resulta que os sistemas de IA são capazes de identificar melhor 
os nossos valores humanos nos conjuntos de dados que contêm vestígios 
do nosso pensamento e comportamento do que qualquer pessoa. Isso 
permite desenvolver sistemas que designo por AlphaBuddha – alguns já 
existem parcialmente. Eu próprio trabalho, numa start-up que fundei, em 
sistemas desse tipo.12 No Kyoto University Institute for the Future of Human 
Society, por exemplo, agentes de IA inspirados sobretudo no budismo já 
se encontram em fase avançada, como pude observar há poucas semanas 
em Quioto.13

Aqui coloca-se a objeção habitual: dos dados que documentam pen-
samentos e comportamentos humanos não se pode extrair quais factos 
morais existem nem quais deveriam ser os nossos valores. Do ser dos da-
dos não se infere um dever-ser moral.

Este argumento, porém, assenta num equívoco. Ignora que a inves-
tigação em economia comportamental, psicologia, neurociência e etno-
logia mostrou que os humanos se orientam sempre por questões morais 
e, portanto, deixam traços de juízos morais no seu comportamento efe-
tivo. Uma das razões foi já apontada por Charles Darwin: somos mamí-
feros pró-sociais cuja coordenação de ações depende de nos comportar-
mos suficientemente bem, em termos morais, para sobreviver. Células-es-

12 Cf. www.deep-in.ai 
13 Cf. https://ifohs.kyoto-u.ac.jp/en/ 
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Nota de Abertura

A Sessão Solene de Abertura do Ano Letivo na FLUP inclui uma lição 

de sapiência que tem o objetivo de nos desafiar a refletir sobre um tema 

que nos interpele e nos faça pensar sobre a missão e o papel de uma 

faculdade da área das Humanidades e das Ciências Sociais. A pertinência 

deste desafio é tão mais importante quanto assistimos a um avolumar de 

incertezas sobre a vocação e a utilidade destas áreas do conhecimento. 

Estamos a comemorar os 30 anos de instalação da FLUP no edifício em 

que nos encontramos, o que constitui um momento especial de reflexão 

sobre o que somos e como queremos construir o futuro. Problematizar o 

mundo na sua complexidade e profundidade temporal, compreendê-lo 

de um modo crítico e resolver problemas socioculturais e científicos de 

forma inovadora, produzir conhecimento e transformá-lo em benefício 

da sociedade em toda a sua amplitude, aprofundar a consciência cívica, 

fomentar o exercício da cidadania, humanizar a ciência, intervir no 

desenvolvimento da inteligência artificial, imprimindo-lhe um sentido 

ético, e incorporá-la no ensino e investigação, são exemplos do nosso 

potencial transformador do mundo. 

No ano letivo de 2025-2026, a FLUP, por via do seu Instituto de Filosofia, 

tem o privilégio de receber o Prof. Doutor Markus Gabriel, professor 

catedrático da Universidade de Bona, na qualidade de professor visitante 

na área das Humanidades, com o apoio de uma Visiting Fellowship da 

Fundação Calouste Gulbenkian, o que muito nos honra e proporciona 

condições para o desenvolvimento de trabalho conjunto. É um dos mais 

reconhecidos e conceituados filósofos da atualidade, diretor do Center for 

Science and Thought e do International Centre for Philosophy e autor de 

ampla e reconhecida obra, traduzida em muitas línguas. A lição de sapiência 

proferida por Markus Gabriel intitula-se “Porque precisamos, afinal, de uma 

ética da inteligência artificial?”. O tema desta lição traduz uma das nossas 

grandes questões, uma das nossas inquietações num presente que, não há 

muito tempo, parecia um futuro distante e que contribui para afirmar o 

valor das Humanidades no contexto da universidade e do mundo. 



Pela disponibilidade imediata com que aceitou o convite e pela 

excelência da lição, proferida com toda a correção em português, agradeço 

ao Prof. Doutor Markus Gabriel o momento que nos proporcionou em 

torno de tão inquietante questão no âmbito da Sessão Solene de Abertura 

do Ano Letivo 2025-2026 na FLUP.

Paula Pinto Costa
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passa a ser saber se também há factos morais complexos e como os po-
deremos descobrir de forma metodicamente orientada. Esta é a questão 
da epistemologia e heurística da ética.

Para lhe responder, distingo três dimensões da ética:

1. Humanismo – os destinatários dos factos morais são os seres humanos. Os 

factos morais versam sobre o que as pessoas devem umas às outras em 

situações concretas.

2. Realismo moral – existem de facto factos morais e podemos conhecê-los. 

Um traço específico dos factos morais é que são cognoscíveis porque in-

terpelam a nossa liberdade. Não podem estar, no seu todo ou em princí-

pio, ocultos ao conhecimento prático humano — ao contrário de certos 

factos físicos. Alguns factos físicos nunca serão conhecidos por nós; há 

mesmo factos físicos em princípio incognoscíveis, por estarem situados 

em regiões do espaço-tempo inacessíveis.

3. Universalização (a distinguir de universalismo). Aqui inspiro-me em tra-

balhos culturais recentes, em particular nos debates africanos e asiáticos 

(em colaboração com Xudong Zhang e Takahiro Nakajima). Eis a minha 

formulação, que será orientadora para a conclusão de hoje.

Tomemos a situação concreta do bebé a afogar-se. Nessa situação, toda 
a pessoa capaz de o fazer deve salvar qualquer bebé que esteja a afogar-se. 
Não importa quem é o salvador nem quem é a criança. Esta é a primeira 
etapa da universalização. Assim formamos o conceito de uma classe de 
equivalência: em situações relevantemente semelhantes, pessoas relevan-
temente semelhantes devem praticar a mesma ação – salvar o bebé. Por 
abstração, obtemos o conceito de um facto moral dirigido a um subcon-
junto de pessoas definido por classes de equivalência deônticas.

No passo seguinte, podemos variar parâmetros e perguntar, por exem-
plo, se as pessoas também devem salvar cachorrinhos a afogar-se ou ves-
pas a afogar-se. Outras etapas de universalização dizem respeito à pro-
teção de crianças em situações aparentemente distintas, como protegê-
-las de ataques de mísseis. Também aqui há factos morais óbvios – por 
exemplo: jamais se pode bombardear hospitais. Nenhum fim justifica tais 
meios. Em conflitos armados, políticos podem ordenar golpes “táticos” 
que violam factos morais, levantando a questão de uma ética dos trade-
-offs. Mas isso conduz-nos a um terreno difícil que, como defenderei por 
fim, só poderemos trabalhar com seriedade científica se usarmos sistemas 
de IA e outros métodos digitais.
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